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Natural Dynamic Scenes
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Abstract— Since visual attention-based computer vision appli-
cations have gained popularity, ever more complex, biologically-
inspired models seem to be needed to predict salient locations (or
interest points) in naturalistic scenes. In this paper, we explore
how far one can go in predicting eye movements by using only
basic signal processing, such as image representations derived
from efficient coding principles, and machine learning. To this
end, we gradually increase the complexity of a model from
simple single-scale saliency maps computed on grayscale videos
to spatio-temporal multiscale and multispectral representations.
Using a large collection of eye movements on high-resolution
videos, supervised learning techniques fine-tune the free param-
eters whose addition is inevitable with increasing complexity. The
proposed model, although very simple, demonstrates significant
improvement in predicting salient locations in naturalistic videos
over four selected baseline models and two distinct data labelling
scenarios.

Index Terms— Computational models of vision, video analysis,
computer vision, spatio-temporal saliency, eye movement predic-
tion, intrinsic dimension, visual attention, interest point detection.

I. I NTRODUCTION

T HE vast amount of visual information available in the
world requires selective mechanisms that direct and limit

the processing of incoming information to the relevant scene
locations. In biological vision, effective attentional processes exist
that guide our gaze to informative, or “salient”, parts of the
visual field. The cognitive processes that underlie visual attention
have been extensively investigated both through psychophysical as
well as neurophysiological studies. More recently, computational
models of attention have been proposed, which are inspired by
the findings of these studies, and which attempt to predict where
people look when watching complex scenes.

In computer vision, where meaningful descriptions of scenes
need to be generated in real time and under computational
constraints, the usefulness of such selective processing has been
recognized early. Interest point detection (e.g. [1]) is incommon
use in several areas, such as object recognition, tracking,image
and video retrieval, and stereo matching. The connection between
visual attention and interest operators, which use local cues to
limit the processing to informative content, has been stressed re-
cently, e.g. [2], [3]. As a result, visual attention-based approaches
to various computer vision tasks, such as image coding and com-
pression [4], [5], quality assessment [6], image cropping [7], and
object recognition [3], [8], [9], gained an increasing popularity.
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Such models are often preferred over simpler methods from image
processing for their enhanced performance and their ability to
biologically motivate the major computational steps. However,
to grant biological plausibility, sophisticated models are required
that rest on several assumptions about perceptual processes,
demand high computational costs, and whose results depend on
the optimal choice of many free parameters. With such (overly)
complex models, however, the possibility of overfitting arises, that
is, the model may be “over-tuned” for specific assumptions and
data, and therefore fail to generalize. In this paper, we propose a
rather simplistic model of bottom-up saliency for dynamic scenes
with the aim to keep the number of assumptions (and, implicitly,
the number of free parameters) to a minimum. This model is also
related to the neurobiological principle of efficient coding [10].
To test our model, we evaluate how well it predicts human eye
movements on naturalistic videos both in absolute terms andin
comparison with more complex, state-of-the-art saliency models.

A. Related Work

Visual attention is a function of the continuous interaction
between two different mechanisms: on the one hand, top-downor
goal-driven, and bottom-up or stimulus-driven on the other[11].
The former is a voluntary, conscious form of attention control,
where the task at hand and the observer’s intentions determine the
locations to be fixated. The latter refers to a set of processes by
which eye movements are driven involuntarily by the “salience”
of a stimulus, defined by its low-level visual features such as
contrast, colour, and motion.

Due to the complexity of high-level cognitive functions, re-
search has focused on bottom-up factors, investigating therela-
tionship between eye movements and low-level image features at
fixations1. For instance, it has been found that spatial contrast
tends to be higher at the centre of fixation than at random control
locations [12], [13], and there are regularities in the higher-order
image statistics at fixation as well. Using bispectrum analysis,
Krieger et al. [14] examined higher-order spatial correlations of
the image intensities and found that intrinsically two-dimensional
features such as curves and T- or L-junctions draw eye move-
ments more often. Also, the eyes are often directed at regions
with temporal change (motion). Therefore, bottom-up models of
attention have been proposed that predict gaze based on visual
attributes that are relevant in capturing stimulus-drivenattention.
These models centre on the concept of a “saliency map”, which
topographically encodes the salience of a location over theentire
scene. Bottom-up saliency modelling is the focus of this paper.

Most bottom-up attention models that are biologically inspired
(e.g. [15]–[19]) follow the Feature Integration Theory of Treis-
man [20] by first decomposing the visual input into separate low-

1In the process of seeing, our eyes alternate between fixations, when they
are aimed at a fixed point, and rapid reorienting movements called saccades.
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level feature maps, such as orientation, contrast and colour, on
multiple scales. Normalized centre-surround difference maps are
then computed for individual features and later combined bya
weighting scheme to form a master saliency map. Attention is
guided to peaks in this map in a winner-take-all fashion. An
inhibition-of-return mechanism prevents attention from returning
to an already attended location. This initial saliency model has
undergone several modifications and extensions since Koch and
Ullmann’s [21] original description. It has been, for instance,
extended to the temporal domain, and top-down priors have been
incorporated to model phenomena beyond attention. For example,
a low-dimensional signature vector, called the gist of the scene
and acquired at multiple scales from basic visual features,has
been used to perform scene classification [22].

Existing bottom-up saliency models, be they purely compu-
tational or biologically inspired, differ in their underlying com-
putational principlesthey use to formally define the concept of
saliency and motivate the model architecture (i.e. the choice of
optimal features and major computational steps). A number of
recent approaches turn to information theory to define “distinc-
tiveness”, i.e. conspicuity. The model of Bruce and Tsotsos[17]
aims at maximizing Shannon’s self-information to find the most
informative locations in the image. Gao et al. [18], [19] intro-
duced the concept of “discriminant saliency”, which based on
the definition of the target and null hypotheses (e.g. centrevs.
surround, object class of interest vs. all other object classes) can
act both as a bottom-up saliency predictor or top-down object
detector. In this context, salient locations are those where the
discrimination between target and non-target (in terms of some
selected optimal features) can be made with minimum probability
of error. Discrimination and classification confidence are defined
with respect to a number of existing computational principles for
perceptual organization (e.g. infomax or Barlow’s inference by
detection of suspicious coincidences).

The authors in [23] present a region-based bottom-up model
for images, which uses roughly segmented regions as candidates
for salient objects. The most salient segment is found through
graphical model approximation. This stochastic model quantifies
a number of intuitive observations, such as the likelihood of
correspondence between visually similar image regions, and the
assumption that the number of interesting objects in the scene is
small.

Often, the problem of predicting eye movements on complex
scenes is formulated in a Bayesian framework. This kind of
approach provides an elegant way to, again, incorporate prior
knowledge, e.g. about the statistics of visual attributes in specific
scene types, or descriptions and layout of the scene. Itti and
Baldi [24], for instance, proposed a Bayesian notion of surprise
measured in “wows”, by calculating the mismatch (or Kullback-
Leibler divergence) between expectations of the observer,i.e.
priors, and the perceived reality, i.e. posteriors. The model
SUN [25] also uses a Bayesian framework to analyze fixations.
Similarly to [17], novelty is defined as self-information ofthe
visual features, but the feature statistics used to detect outliers are
learned from previous examples, and are not based only on the
current image or video. An alternative interpretation of Bayesian
surprise, in the spatial rather than temporal domain, is proposed
in [26].

While most approaches described above strive to address bio-
logical plausibility, the resulting models tend to be complex and

have a large number of free parameters that need to be tuned by
hand. Learning techniques are increasingly being employedas a
practical solution to the parameter tuning problem (e.g. asabove
in [25]). Such models even allow to infer the model structurefrom
the data, without the need to quantify several assumptions about
perceptual processes. Still, the usefulness of learning invisual
saliency modelling has been recognized only recently. Kienzle et
al. were the first to derive saliency-based interest operators from
human eye movement data using machine learning techniques that
operated directly on the pixel intensities of static scenes[27] and
Hollywood movies [28]. They showed that the learned discrimi-
native features have a centre-surround pattern. Due to constraints
imposed by the reduced ability of learning algorithms to operate
in high-dimensional (pixel) spaces given a limited number of
training samples, the algorithms in [27], [28] were limitedto
a single spatial scale. A data-driven approach is used in [29],
too, where optimal parameters are learned (from fixation data on
static scenes) for an attention model that is based on low-, mid-
and high-level features calculated by several existing saliency
methods. In [9], another supervised approach aims at learning to
detect salient objects from manually labelled examples. Here, a
set of novel features, such as multiscale contrast, centre-surround
histogram, and colour spatial distribution, is combined through
conditional random field learning.

While several models exist for saliency prediction on still
images, only recently the number of studies that deal with scene
sequences increased. Although some of the static approaches have
been generalized to videos (e.g. [24], [28], [30]), these models
often lack a unified framework for the static (spatial) and space-
time saliency domains. Traditional ways to incorporate temporal
information have often simply complemented the feature setwith
dynamic features, e.g. the optic flow information. In [9], for
instance, the same set of novel features proposed for still images
are defined on the motion field to capture spatio-temporal cues.
The authors in [31] extend the bottom-up discriminant centre
surround saliency model of [18] to background subtraction in
highly dynamic scenes. Incorporating temporal information is
also not straightforward in a learning context, where the task of
eye movement prediction is further complicated by the increased
number of (pixel-) dimensions.

Since most saliency models for videos are sensitive to dynamic
content, camera motion and film-editing (e.g. jump cuts and grad-
ual transitions) pose difficulties — even for the most advanced
predictors — by causing false alarms in the salient features. This
shortcoming is typically corrected with compensation of camera
motion and shot boundary elimination. Shot boundary detection,
too, can be tackled with an attentional paradigm. In [32], for
example, saliency maps of nearby frames are compared for
consistency and shot boundaries are detected when the similarity
is below a given threshold.

B. Motivation

As seen above, computational saliency models range in com-
plexity from empirical models with few parameters to more
complex, multi-parameter ones. While ever more complex models
seem to be needed to better predict gaze behaviour on realistic
scenes, there are also a few counterexamples to the trend [27],
[33].

This paper contributes to this latter line of research by exploring
the potential of models that make as few assumptions as possible.
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Once we have established a baseline, we can then investigate(and
quantify) the potential gain from gradually increasing complexity.
We propose to go back to the basics of signal processing to
obtain efficient image representations, and, if required, utilize
powerful learning algorithms on these representations to predict
visual saliency in videos. We begin with the simple observation
that many video regions, such as homogeneous areas, are highly
redundant, and that localchanges, i.e. intensity variations (along
edges, corners, etc.) are informative. The degree of this signal
redundancy can be mathematically described by theintrinsic
dimensionof an image or video region, and we here use this
concept as a simple measure of saliency. In order to further tune
the model parameters so as to predict bottom-up attention on
complex scenes, we adopt data-driven machine learning tech-
niques. However, given the high dimensionality of a pixel-based
video representation, current learning algorithms would require
very large amounts of data and thus have only limited practical
applicability. Even with only a moderate amount of trainingdata,
i.e. human fixations on videos, we here overcome the curse of
dimensionality through dimensionality reduction (specifically by
spatial pooling of features). This allows us to incorporatemore
information by computing features on multiple spatio-temporal
scales. Furthermore, the concept of intrinsic dimensionality nat-
urally leads to a unified representation of spatial and temporal
saliency, such that no fusion of separate static and dynamic
maps is required. Similarly, the definition can be extended to
multispectral sequences, so that it becomes no longer necessary
to combine separate saliency maps from each colour channel.In
order to test the performance of our model, we use a large dataset
of human fixations on a large collection of high-resolution videos.
Since top-down processes strongly modulate gaze behaviour, we
cannot expect any bottom-up model to fully account for the
complex nature of attentional orienting. Nevertheless, weshall
show that our simple assumptions already account reasonably well
for eye movements during free-viewing of dynamic real-world
scenes. Indeed, the proposed simple approach shows significant
improvement over several state-of-the-art models of bottom-up
saliency, which base their prediction on numerous assumptions
on perceptual processes and incorporate several basic features.
Through a systematic analysis, we set out to quantitativelyevalu-
ate the gain from more complex features by gradually extending a
simple single-scale saliency map computed on the intensityvideos
to a multiscale and multispectral model. Our results support the
(intuitive) assumption that a higher degree of variation inthe
visual signal leads to higher saliency.

The remainder of this paper is organized as follows. We
start, in Section II, by describing the computational stepsof a
simple and efficient algorithm for bottom-up saliency. Then, in
Section III, we demonstrate its performance in predicting human
fixations on high-resolution natural videos. There, we shall test the
validity of the approach for two distinct data labelling scenarios,
discuss implementation issues, and present a systematic analysis
of how the choice of free parameter values affects prediction
performance. In Section III-E, we compare our results to those of
four baseline models for bottom-up saliency. Then, in Section IV,
we interpret the results and summarize the major findings. Finally,
we provide some concluding remarks in Section V. A preliminary
version of our algorithm with only a brief empirical analysis was
published in [34].

II. SALIENCY COMPUTATION

An outline of our approach is schematically illustrated in
Fig. 1. In this work, we learn the structural differences between
salient and non-salient video locations on simple video representa-
tions that characterize different types of spatio-temporal intensity
changes. Given a collection of image sequences and a large set of
recorded eye movements on them, we label areas in the videos as
either salient or non-salient. For each video, we compute low-level
feature maps that encode the intrinsic dimensionality of video
regions. Such maps are computed on several spatio-temporal
levels of multiresolution image pyramids. In a neighbourhood
around each location (be it salient or not), we extract thefeature
energyfrom these maps: the root-mean-square of the pixels in the
spatio-temporal neighbourhood. Feature energy (a single scalar) is
computed on each pyramid level; thus, each location is described
by a low-dimensional vector whose components are the energy
values on different scales. Such feature energy vectors arefinally
fed into a classifier, which learns a mapping between feature
energy vectors and the saliency level of a certain location.

Before we describe the above steps in greater detail, we first
recall the definition of the intrinsic dimension and review one
method (based on the geometrical invariants of the structure
tensor) used here for the estimation of the intrinsic dimension
of both grayscale and multispectral image sequences.

A. Intrinsic Dimension

The intrinsic dimension(iD) [35] quantifies the information
content of a signal. It describes the number of degrees of freedom
needed to locally represent the observed signal. Thus, for avideo,
static and homogeneous locations are intrinsically zero dimen-
sional (i0D), stationary edges and uniform regions that change in
time have an intrinsic dimension of one (i1D), stationary corners
and edges that change in time arei2D, while transient corners
and non-uniform motion are intrinsically three-dimensional (i3D).
The concept of intrinsic dimension is particularly relevant for
image and video coding, because in natural scenes regions with
high intrinsic dimension are less frequent than regions with low
intrinsic dimension [36]. Moreover, an image or video can befully
reconstructed from only those regions where theiD is greater than
one, i.e.i0D and i1D regions are redundant [37], [38].

Let a grayscale video be represented by the functionf : R3 →

R. To estimate the intrinsic dimension of a given video regionΩ,
we choose a linear subspaceE ⊂ R

3, of highest dimension, such
that

∂f

∂v
= 0 for all v ∈ E , (1)

where the intrinsic dimension ofΩ is 3− dim(E).

B. Invariants of the Structure Tensor

The subspaceE can be estimated as the subspace spanned by
the set of unity vectors that minimize the energy functional

ε(v) =

∫

Ω

∣

∣

∣

∂f

∂v

∣

∣

∣

2

dΩ = v
T
Jv , (2)

where thestructure tensorJ [39] is given by

J =

∫

Ω

∇f⊗∇f dΩ =

∫

Ω





f2x fxfy fxft
fxfy f2y fyft
fxft fyft f2t



 dΩ . (3)
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Fig. 1. Flow diagram summarizing our approach. Using eye-tracking data (fixations are denoted by small filled squares in the movie frame on the left), we
label video regions as attended or non-attended. Image features — the geometrical invariants — are extracted on multiple scales of an anisotropic spatio-
temporal pyramid. For a neighbourhood (large unfilled square shown schematically) around each location, the average feature energy is computed on each
scale of the spatio-temporal pyramid. An SVM is trained on the obtained energy vectors and is then used to predict whether test locations of a new video
will be attended or not.

In the above formula,⊗ denotes the tensor product, the integral
overΩ can be implemented a spatio-temporal Gaussian smoothing
function, and fx, fy, and ft stand for the first-order partial
derivatives.E is the eigenspace associated with the smallest
eigenvalue ofJ, and the intrinsic dimension off corresponds
to the rank ofJ. To avoid the computationally costly eigenvalue
analysis, the intrinsic dimension can, alternatively, be obtained
from J’s symmetric invariantsH, S, andK [40]:

H = 1/3 trace(J) = λ1 + λ2 + λ3
S = M11 +M22 +M33 = λ1λ2 + λ2λ3 + λ1λ3
K = |J| = λ1λ2λ3

, (4)

whereλi are eigenvalues andMij are minors ofJ. If K 6= 0,
the intrinsic dimension is3 (i3D); if S 6= 0 it is at leasti2D;
and if H 6= 0 it is at least i1D. Example stillshots of the
invariants of a natural scene are rendered in Fig. 2. The video
itself and additional demos of the spatio-temporal invariants are
available online athttp://www.inb.uni-luebeck.de/
tools-demos/saliency.

C. Multispectral Invariants

The concept of intrinsic dimension has been also extended to
multispectral signals [41]. Given a multispectral image sequencef
with q colour channels (f : R3 → R

q), we choose an appropriate
scalar product fory = (y1, . . . , yq) and z = (z1, . . . , zq) such
that y · z =

∑q
k=1

akykzk. The positive weightsak are meant
to emphasize certain colour channels. The multispectral structure
tensor can now be written as

J =

∫

Ω





‖fx‖
2 fx · fy fx · ft

fx · fy ‖fy‖
2 fy · ft

fx · ft fy · ft ‖ft‖
2



 dΩ . (5)

Note that the above formulation does not assume any particular
colour space. Videos are often represented in theY ′CbCr colour
space (instead of RGB, for instance) because the luma (Y ′) and
the two chroma (Cb, Cr) channels are less correlated and the
chroma channels are subsampled to take advantage of the lower
colour sensitivity of the human visual system. However, when
usingY ′CbCr, the dynamic range of the luma channel is much
greater than that of the chroma channels, so that the contribution
of colour to JY′CbCr

is small. To compensate for this, we
compute the standard deviation of each channel and use their
inverse for the weightsaY ′ , aCb

, andaCr
.

D. Multiscale Feature Extraction

The scale on which the intrinsic dimension is estimated depends
on the bandwidths of the Gaussian smoothing functionΩ and
of the derivative operators. Therefore, the above geometrical
invariants are computed on each scale of an anisotropic spatio-
temporal multiresolution pyramid. As opposed to an isotropic
pyramid, where spatial and temporal frequencies vary together,
here each level of a spatial pyramid is decomposed further into
its temporal bands. The resulting finer partition of the spectrum
allows for the consideration of a higher number of subbands
that encompass e.g. high spatial and low temporal frequencies.
In principle, the anisotropic decomposition could also be applied
to the spatial smoothing (i.e. separately on the horizontaland
vertical spatial frequencies); however, this comes at considerable
computational cost and is therefore avoided here.

E. Dimensionality Reduction

The saliency of a video location is strongly influenced by
its spatio-temporal context. Centre-surround models exploit this



TO APPEAR IN IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, 2012 5

Fig. 2. Stillshot from a video (top left quadrant) and the corresponding
geometrical invariants. For invariantK (bottom right quadrant), non-white
locations change in all three spatio-temporal directions, whereas forS (bottom
left), the video signal changes in at least two directions. Additionally, invariant
H (top right) also responds to stationary edges and uniform regions that
change in time (i.e. one dimensional changes). The (small) response even of
K at the corners of the windows is due to small camera vibrations and noise.
For the invariants, the brightness has been thresholded andinverted for better
legibility.

property when they define saliency as the ability of some features
to best discriminate between image structure in a centre anda
surround window. In a data-driven approach, where fixational
data is utilized to tune the model parameters, one also has to
compensate for possible inaccuracies in both the eye tracking and
the biological system. The size of the spatio-temporal neighbour-
hood that needs to be considered is still a matter of debate inthe
human vision community. While some studies use windows of
the size of the high-resolution centre of the retina, the fovea (2–3
degrees), one can also optimize it with respect to the available
eye movement data. Learning in the pixel space determined by
the number of pixels of the neighbourhood is often problematic
as the feature space dimensionality of a reasonable sized image
patch, e.g. 64 by 64 pixels (2.5×2.5 deg) grows rapidly (more than
4000 dimensions). In such a scenario, given a limited numberof
training data, the effects of the “curse of dimensionality”seriously
degrade classification performance. Because of these constraints,
the learning algorithm in [27], for instance, was restricted to a
single spatial scale.

In order to tackle the above problem and use information
from multiple scales, we perform aspatial pooling. We reduce
pixel information in a window around the location to a single
scalar, by taking the root-mean-square of the feature values
(i.e. geometrical invariants) in the window. Through pooling,
an invariant representation of the local neighbourhood emerges.
This allows us to compute thefeature energyon every scale of
the multiresolution pyramids, as the dimensionality remains low.
Here, we use a spatial neighbourhood only, as the uncertainty
induced by measurement errors and saccade imprecision is higher
in the spatial domain than in the temporal one.

More formally, for a movie locationp = (x, y, z) (with spatial
coordinatesx andy, and frame numberz), we compute a vector
fp = (e0,0, e0,1, · · · , eS−1,T−1) consisting of the feature energies
extracted from each scale of an anisotropic pyramid withS spatial
andT temporal levels. The feature energy of a window (centred
around the locationp) computed on thes-th spatial andt-th

temporal pyramid level is defined as

es,t =

√

√

√

√

√

1

WsHs

Ws/2
∑

i=−Ws/2

Hs/2
∑

j=−Hs/2

I2s,t(xs − i, ys − j) , (6)

whereIs,t represents thes-th spatial andt-th temporal level of
one of the invariant pyramids,H, S, andK, computed beforehand
for every pixel.Ws and Hs stand for the (subsampled) spatial
width and height of the neighbourhood on thes-th spatial scale
(independent of the temporal scale).Ws and Hs are decreased
by a factor of two per level, so that the effective window sizeis
the same on all scales. The spatial coordinates of the location are
also subsampled on the spatial scales: (xs, ys) = (x/2s, y/2s). In
time, one frame of a lower pyramid level corresponds to several
frames on the original level, so that we implicitly integrate over
time as well. Given a learning scenario, the optimal window size
can be inferred from the eye movement data by systematically
evaluating, in terms of performance in predicting fixations, a range
of different neighbourhood sizes.

F. Learning

Given a collection of videos together with a set of salient
and non-salient locations on these videos, the task of predicting
interesting locations can be naturally viewed as a binary decision
problem, to which efficient methods from machine learning can
be applied.

Thus, the task of learning to distinguish salient locationscon-
sists in finding a confidence value quantifying the patch’s level of
interestingness. Formally, we look for a functiong : RS×T → R

that returns such a confidence value for a new movie location
p, based on its energy vectorfp. The training data comprises the
feature energy vectors of previously seen locations and associated
class labels (salient or not),(fpi

, li) ∈ R
S×T × {−1, 1}.

The data is partitioned “movie-wise” into a training and a
test set: gaze data of all viewers on one movie are retained for
testing, while the fixations on the remaining movies are used
for the training. For the classification we use a standard soft
margin Support Vector Machine with Gaussian kernels. Prior
to training, we linearly scale each attribute (i.e. the feature
energy on a particular spatio-temporal scale) to[−1, 1]. Optimal
model parameters are found with cross-validation on the training
sequence. To measure the quality of prediction, we perform an
ROC analysis using the collected human gaze data as ground
truth. Based on the resulting ROC curve, a single scalar, called
the ROC score (and also known as the Area Under the Curve
AUC), will provide an estimate of the prediction quality.

To quantify the benefits of incorporating information from
multiple scales, we compare the model with simpler variants
of the above classifier that operate onsingle scalesonly. For
this, we evaluate the performance of one-dimensional maximum-
likelihood classifiers when the feature energies from individual
pyramid levels are treated as inputs to the decision algorithm.
Results for the “most predictive” scale are then compared tothe
performance of the (learned) multiscale model.

III. E XPERIMENTAL EVALUATION

Here, we test the quality of the structure tensor-based predictors
on a large set of eye movement data and compare their predictive
power with that of four state-of-the-art models of bottom-up
saliency.
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Fig. 3. Stillshots from four movies: beach, breitestrasse, ducksboat,
holstengate.

A. Videos and Eye Movement Data

Our experiments examined the performance of the proposed
approach for eye movement prediction on the public data set
of [42]. This set consists of 18 high-resolution movie clips(1280
by 720 pixels, 29.97 fps, about 20 s duration each, recorded in the
Y ′CbCr format) of natural outdoor scenes, and the gaze data of 54
human subjects freely viewing these videos. Stillshots from four
videos are shown in Fig. 3. For more details about the recording
setup we refer to [42]. From the recorded gaze data, about 40,000
saccades were extracted using a dual-threshold velocity-based
procedure [43].

B. Data Set Labelling

The learning algorithm takes as input a set of positive, salient
examples and a set of negative, non-salient ones. Whereas the set
of fixations, more precisely saccade landing points, appears as a
straightforward choice for the positive class, obtaining negative
examples is non-trivial. An intuitive and commonly used approach
is to arbitrarily pick locations from a uniform distribution either
from the entire scene or (better) from areas that were not fixated,
i.e. where spatio-temporal distance to the nearest fixationis large
enough. However, several recent studies have pointed out that
such approaches do not account for a common problem inherent
in most eye movement data sets: the tendency of viewers to fixate
preferably in the centre of the display [13], [44]. To remove
possible artefacts due to thecentrally biaseddistribution of gaze
positions, it has been suggested that the non-salient locations of
a video should be taken from real scanpaths ondifferentmovies.
That way, an identical spatio-temporal distribution of thepositive
and negative examples over the set of all movies is obtained,
but such artefact minimization also comes at a price. The above
procedure of picking the negative examples may lead to overlap
between the two classes and, hence, to an underestimation ofthe
real model performance.

Existing approaches typically report results for only one of
the aforementioned methods, so that it is not clear how sensitive
the models are to labelling conditions, and whether or not the
different conditions lead to significant deviation in performance.
To investigate this and provide a fair comparison of the different
models that might otherwise benefit from (labelling) biases, we
consider both of the above labelling procedures: the “bias-free”,
where we account for the central fixation bias and allow for over-
lap, and the “default” one, which minimizes the overlap. Loosely
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Fig. 4. Salient (red plus) and non-salient (blue cross) locations on a movie.
These locations are shown on the 2D projections (xy, tx, andty) of the 3D
spatio-temporal volume of the video. Upper row: “bias-free” labelling with
saccade landing points in the salient class, and fixations onother movies in
the non-salient class. Lower row: “default” labelling — salient and non-salient
locations are chosen from the maxima and minima of the empirical saliency
measure. Note the difference in overlap between the two classes under the
two labelling schemes.

speaking, the “bias-free” scheme samples negative training data
from different movies, whereas the “default” scheme samples
from different spatial locations.

In the first case, the full set of saccade landing points is
used to label the salient locations (about 40,000 over all movies
and subjects). For the negative class, the non-salient locations
of a movie are chosen using randomly selected scanpaths from
different movies (see upper row of Fig. 4). Because of latencies of
the oculomotor system, the time of the gaze response to a specific
salient event does not necessarily coincide with the time ofthe
event. Hence, existing approaches usually introduce a temporal
offset (between 150-250 ms) based on well-established results on
reaction time to synthetic stimuli. However, we have previously
shown that the typical reaction time is stimulus dependent,and in
natural scenes this average lag is near zero (i.e. no offset needs
to be considered) due to the highly predictive nature of salient
real-world events [45].

As argued before, such a “bias-free” labelling procedure intro-
duces overlap between the salient and non-salient classes,i.e. the
data set is contaminated with wrongly labelled samples (outliers)
that deteriorate the model performance. In an attempt to avoid
such overlap, in the “default” labelling scheme, we rank video
regions according to an“empirical” saliency measure, which
is derived from the recorded eye movement data. Such maps
are defined as the density of the gaze points averaged over all
viewers and therefore constitute an upper limit of prediction, i.e.
an inter-subject agreement. We compute a probability map for
each video, by superposing spatio-temporal Gaussians placed at
each gaze location of all subjects. Samples of the salient and
non-salient classes are picked from regions with the highest (for
the positive class) and lowest (for the negative class) density of
fixations. In our analysis, the Gaussian filter had a spatial support
of 2.4 degrees of visual angle, a temporal one of 0.17 s, with
standard deviations of 0.6 degrees (spatial) and 600 ms (temporal).
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An equal number (40,000) of salient (non-salient) locations are
then chosen randomly from locations where the empirical saliency
exceeds (is below) a given global threshold (see lower row of
Fig. 4). Threshold values were set at the upper ten percent (for
salient) and lower one percent (for non-salient locations)of the
maximum empirical saliency estimated over all movies. These
values were chosen so as to obtain an equal number of data points
in the two (salient and non-salient) classes.

C. Implementation

Here, we provide a more detailed discussion of how implemen-
tation considerations were integrated in our analysis.

To extract the proposed salient features (the geometrical in-
variants) on different spatio-temporal scales, we constructed an
anisotropic pyramid withS = 5 spatial andT = 5 temporal
levels, as described in Section II-D. This rather high number of
pyramid levels (a free parameter) was chosen so as to ensure
that frequency components that are potentially relevant for vi-
sual saliency are represented. For the structure tensorJ, partial
derivatives in Eq. 3 were calculated by first smoothing the input
with spatio-temporal 5-tap binomial kernels(1, 4, 6, 4, 1)/16 and
then applying[−1, 0, 1] kernels to compute the differences of
neighbouring pixel values. For the smoothing of the products of
derivatives (withΩ), we chose the same spatio-temporal 5-tap
Gaussian.

Besides being symmetric, the above filter kernels are non-
causal, so that the temporal filtering requires video frameswith
future time stamps. As a consequence, depending on the number
of temporal scales, a certain number of the initial and final output
frames of the invariants are distorted. To avoid such temporal
border effects, we only considered fixations from (and restricted
the analysis to) valid frames. For a temporal pyramid withT = 5

levels, this meant discarding quite a notable number of frames:
the first and last 3.2 s (96 frames) were not considered for further
analysis. Since the invariantsH, S, andK comprise of products of
one, two, and three eigenvalues, respectively, their dynamic range
is not identical. For a fair comparison of the three, we therefore
mapped them to the same dynamic range: they were raised to the
power of six, three, and two, respectively.

To increase computational efficiency in the subsequent steps,
the invariants were stored to disk using lossless compression.
We normalized output invariant videos to pixel intensity values
between[0, 255] by taking the eighth root and linearly scaling the
maximum over all levels to 255.

Once these features were extracted on multiple scales, we
computed the feature energy in windows of varying size at each
salient and non-salient location (about 25,000 per class over all
movies, after discarding invalid invariant frames). We cropped the
window at the boundaries if it was too large.

Finally, a classifier was trained with feature energy vectors on
all but one video from the movie set and testing was performedon
the withheld movie. The optimal parameters of the kernel Support
Vector Machine (i.e. the widthγ of the Gaussian and the penalty
term C) were found by 8-fold cross-validation on the training
sequence. Given a low number of videos (18 in total), and since
eye movement predictability varies quite considerably between
different video clips, the whole procedure (including the training
and search for optimal parameters) was repeated 18 times so that
each movie served as test data once.

To estimate the performance gain from incorporating infor-
mation from multiple spatio-temporal scales, the predictability
of the single scales was also tested. For this, an ROC analysis
was performed (without further SVM prediction) on the energies
from single pyramid levels. Here, multiscale results are compared
with the outcome of the single “best” scale over all movies (in
terms of ROC analysis), i.e. the frequency component that ismost
relevant for attentional selection. In case of multiscale analysis,
the delivered decision values on the test movie are determined
with respect to the training data, that is, the energy vectors from
the remaining 17 videos. For single scales, however, a separate
ROC analysis on each single movie would not take into account
the overall distribution of feature energies in the two classes,
and thus overestimate performance. Therefore, for single scales,
instead of 18 ROC tests for the individual movies, we performa
single ROC analysis on theentire set of salient and non-salient
locations fromall 18 videos. This assures that during decision
making the approximated true distribution of the fixated andnon-
fixated energies is used.

D. Quantitative Analysis

In this section, we systematically investigate how different fea-
ture types contribute to model performance. We vary three main
variables: the window size considered in extracting the feature
energy, the colour channels (luminance alone or multispectral
representations) on which the geometrical invariants are extracted,
and, finally, the number of pyramid scales considered (single-scale
vs. multiscale approach). The following analysis was performed
for all three geometrical invariants. Since the qualitative results for
the two types of data set labelling were identical, in this section,
we only consider one: the “bias-free” labelling.

We started with the simplest scenario, considering salient
features that are extracted on single spatio-temporal scales of
the grayscale videos (i.e. no multiscale and multispectralanalysis
yet). Here, we report results for the pyramid level that gavebest
predictability, in terms of a single ROC analysis over the entire
set of fixated and non-fixated locations from all 18 movies. To
quantify the gain of the final spatial pooling (i.e. feature energy
computation) on predictability, we varied the spatial window in
size between a single pixel (i.e. no spatial pooling) to about 10
degrees of visual angle, with the exact window sizes used as
follows: 0.03, 1.2, 2.4, 4.8, and 9.6 degrees. As seen in Fig.5(a),
the trend is consistent for all three invariants: predictability
increases with the window size, peaking at around 2.5 degrees,
after which it slowly decreases. A window of 4.8 degrees still
yields prediction rates close to the maximum. This is in agreement
with psychophysical studies that claim the size of the influencing
spatio-temporal context has roughly the size of the fovea. Since
the relative gain in predictive power from no window to one of
2.4 degrees is 11% for invariantH, and 8% forS andK, a rather
large pooling is justified. Therefore, for further analysiswe fix
the window size to the optimal 2.4 degrees.

The qualitatively most relevant result, however, is that the
prediction performance increases with the intrinsic dimension:
invariants that extract features with higher intrinsic dimension are
more predictive. Thus, invariantK with an ROC score of 0.68 is
best, followed byS (AUC of 0.66), whereas the worst performing
isH with an AUC of 0.64. Similar results that showed this ranking
were published in [10] on a substantially different problem: there
we were predicting gaze behaviour of new viewers on videos that
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Fig. 5. (a) Eye movement predictability as a function of windowsize for the
“bias-free” labelling. Range tested:{0.03, 1.2, 2.4, 4.8, 9.6} degrees of visual
angle. For all three invariants, highest ROC scores were found at 2.4 deg. (b)
Predictability using the geometrical invariants of the structure tensor on the
luminance channel (Y ) and of the multispectral structure tensor (Y UV ) given
an optimal window size of 2.4 deg. Performance does not increase much with
the addition of theUV colour channels. In both (a) and (b), invariants that
extract features with higher intrinsic dimensions (K) are more predictive than
lower intrinsic dimensions (S andH).

have already been “seen” (i.e. learned on) by the classifier,as
opposed to predicting eye movements on new videos. Due to the
significant differences in problem formulation (e.g. training and
test set division, data labelling, type of pyramids and number of
scales used, etc.) results of the two scenarios cannot be compared
directly.

Results for geometrical invariants computed on the lumi-
nance channel alone versus on multispectral representations (the
weightedY ′CbCr colour space) are shown in Fig. 5(b). Colour
information has surprisingly little effect on saliency: itimproves
prediction performance, but only slightly.

Finally, we evaluate how much improvement can be achieved
when including information from multiple scales. Thus, the
single-dimensional ROC analysis is replaced by a kernel SVM
that operates on 25-dimensional feature energy vectors computed
on anisotropic invariant pyramids withS = 5 spatial andT = 5

temporal levels. As expected, results in Fig. 6 show some benefits
of multiscale processing: prediction performance improved by
11% for invariantH, for S by 7%, while a slightly smaller
increase of 4.5% is found forK.

E. Comparison to Existing Bottom-up Models

We compared the proposed generic method with four state-
of-the-art models of bottom-up saliency for dynamic scenes: the
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Fig. 6. Predictive power of single-scale (i.e. “best” scalein terms of ROC
analysis) and multiscale approaches (window size = 2.4 degrees, multispectral
structure tensor, “bias-free” labelling). Using information from multiple scales
improves performance, but only slightly.

Bayesian “surprise” [24], SUNDAy [30], and the models of [15]
and [46] (denoted by “Maxnorm” and “Fancy”). The last two are
in fact implementations of the classical saliency map of Koch and
Ullman [21] but which employ different fusing schemes of the
individual saliency maps into a master map. Default model param-
eters were used to obtain saliency maps for the same video set.
To discriminate between salient and non-salient movie locations,
these maps were treated as maximum likelihood binary classifiers.
By thresholding these maps, movie regions above the threshold
were classified as salient. A systematic variation of the threshold
– “movie-wise” – resulted in 18 ROC scores listed in Table I. As
before, the labelling scheme used to obtain the results in Table I
was the “bias-free”. For comparison, the geometrical invariants
were extracted from multiscale and multispectral representations
(with feature energies computed in the optimal window of 2.4
degrees). The prediction performance of the various modelswas
compared with a paired Wilcoxon signed rank test. Statistical
significance was obtained forK > H (p = 0.034) andK > S

(p = 0.013), but not forS > H (p = 0.395). Also, results on the
invariants proved to be significantly different from those of the
four baseline models (except forH > SUNDAy with p = 0.07).
However, no statistical differences were found among the four
state-of-the-art models.

Possible ROC scores range from 0.5, which indicates chance
performance, to 1.0, which means perfect discrimination. Note,
however, that different class labelling strategies narrowthe ef-
fective range of ROC scores. On the one hand, the “bias-free”
method that accounts for the central fixation bias may lead
to erroneous labelling, which results in lower prediction rates.
On the other hand, with no bias-correction (“default” labelling),
the model benefits from the differences in the spatio-temporal
location distributions, which amounts to a substantial jump in
performance. To estimate the effective performance range related
to the two different labelling strategies, we additionallyconsid-
ered two simple control measures: (1) the spatial distance of the
salient/non-salient location to the video-centre as a (possible)
lower bound to this range, and (2) the “empirical saliency”
measure – a fixation density map – as a “perfect” predictor of
eye movements and, as such, as an upper bound. Note that when
existing scanpaths from other movies serve as non-fixated points,
the salient and non-salient location distributions are identical,
hence, the distance to centre performs roughly at chance level.
However, the empirical saliency is obviously an optimal predictor
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TABLE I

ROC SCORES OF VARIOUS BOTTOM-UP SALIENCY MODELS ON THE

COLLECTION OF18 OUTDOOR VIDEOS(“ BIAS-FREE” LABELLING ;

NUMBERS IN BOLD INDICATE HIGHEST PREDICTION RATE). REGIONS

WITH HIGHER INTRINSIC DIMENSION (ENCODED BY INVARIANT K) ARE

SIGNIFICANTLY MORE PREDICTIVE FOR SALIENCY(PAIRED WILCOXON’ S

TEST).

Movie H S K Maxn Fancy Surp SUN

beach 0.67 0.68 0.71 0.64 0.61 0.61 0.65

breitestrasse 0.71 0.76 0.76 0.73 0.70 0.70 0.70

bridge1 0.63 0.61 0.59 0.53 0.48 0.52 0.50

bridge2 0.57 0.53 0.53 0.59 0.61 0.64 0.60

bumblebee 0.57 0.54 0.63 0.53 0.55 0.54 0.56

doves 0.80 0.82 0.83 0.67 0.70 0.71 0.72

ducksboat 0.58 0.64 0.70 0.70 0.63 0.65 0.63

duckschildren 0.73 0.78 0.78 0.48 0.59 0.56 0.70

golf 0.75 0.76 0.77 0.70 0.60 0.67 0.77

holstengate 0.62 0.62 0.66 0.61 0.53 0.51 0.61

koenigstrasse 0.64 0.62 0.60 0.57 0.53 0.60 0.62

puppies 0.68 0.73 0.75 0.68 0.76 0.71 0.65

roundabout 0.68 0.69 0.70 0.63 0.63 0.62 0.63

sea 0.84 0.86 0.86 0.82 0.77 0.83 0.84

st petri gate 0.56 0.58 0.60 0.52 0.56 0.56 0.51

st petri market 0.62 0.60 0.63 0.57 0.56 0.52 0.58

st petri mcdon. 0.51 0.48 0.50 0.51 0.59 0.51 0.57

street 0.74 0.76 0.77 0.71 0.68 0.58 0.68

Average 0.66 0.67 0.69 0.62 0.61 0.61 0.64

(with an AUC of 1.0) when the locations of the two classes are
picked by thresholding this map.

The performance of the various methods for the two labelling
strategies is summarized as averages over all 18 test sets/movies in
Fig. 7. With no bias-correction (“default” labelling), thedistance
to the centre alone achieves a mean ROC score of 0.75, which isin
agreement with previously reported results [25], [29]. At the same
time, in the case of “bias-free” labelling, an empirical saliency
measure built on the fixation positions discriminates thesesame
locations from non-salient ones with a mean AUC of only 0.79.
The non-optimal performance is here due to noisy labelling and
overlap in the two classes.

Despite its simplicity, our generic model based on the invariants
of the structure tensor outperforms all four baseline models when
accounting for the central fixation bias. InvariantK (average 0.69)
comes closest to the upper bound marked by empirical saliency
(0.79), but even the “weaker” invariantsS and H still perform
better than the baseline models; of those, SUNDAy achieves the
highest average AUC (0.64).

Invariant K gives best prediction results (0.84) also for the
second labelling procedure. Here, the two Itti models (“Maxnorm”
and “Fancy”, 0.81 and 0.80) perform better than SUNDAy and
Surprise; the latter two surprisingly seem to be only as goodas
the “distance to centre” classifier.

IV. D ISCUSSION

In this paper, we have derived a generic yet powerful model for
bottom-up saliency from the simple assumption that the degree
of local intensity variation is related to the informativeness of an
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Fig. 7. Average ROC scores of the various models for the prediction of eye
movements on naturalistic videos. The two data labelling scenarios (green –
“bias-free” and yellow – “default”) differ on whether or notviewing biases
are accounted for, and whether all fixations or only the most salient areas are
modelled. To estimate the effective performance range, two control measures
were introduced: (1) Centre – distance to the video-centre as a lower bound
and (2) EmpSal - the empirical saliency as the upper bound. The invariants
(H, S, and K) were computed with the optimal parameters: a multispectral
anisotropic pyramid with five spatial and five temporal levels,and feature
energy was averaged in a window of 2.4 degrees. Performance iscompared
to that of four baseline models: Itti’s Maxnorm (Maxn) and Fancy algorithm,
Itti and Baldi’s Surprise model (Surp) and SUNDAy.

image region. The concept of intrinsic dimensionality measures
this degree and yields a basic description (or “alphabet”) of how
a multidimensional signal may change. We characterize typical
video structures based on the geometrical invariantsH, S, and
K of the structure tensor, which correspond to the minimum
intrinsic dimension of a movie region. Our model of bottom-
up saliency combines such simple low-level visual features—
the geometrical invariants extracted on multiple spatio-temporal
scales — with machine learning to predict salient locationsin
natural dynamic scenes. We found that this simple approach
proves successful in explaining human fixation data on a diverse
collection of real-world videos. All three geometrical invariants
were found to have good prediction capability. More importantly,
however, our results provide strong evidence that the humanvisual
system preferentially allocates its processing resourcesto more
informative image regions; invariants that extract features with
higher intrinsic dimension yield a sparser representationand are
more predictive for eye movements. Conversely, movie regions
with lower intrinsic dimension, i.e. redundant locations in case of
i0D andi1D, are less often fixated. Taken together, this provides
indirect evidence for the efficient coding strategy of the brain [47],
and indeedi2D operators emerge as non-linear filters when
sparse overcomplete bases are learnt [48]. Our structure tensor-
based approach is closely related to the space-time interest points
of Laptev [49]. In their approach, the spatio-temporal structure
tensor is employed to detect local 3D corners in videos, which are
highly useful in providing a compact representation of a movie.
Such space-time interest points are popular in computer vision,
e.g. for learning and recognizing human activities in videos.

Despite being based on simple, low-dimensional representa-
tions (1 to max. 25 scalars), the proposed model shows significant
improvement over the four selected baseline models of bottom-up
saliency. This finding becomes even more striking given the fact
that such cognitive models rest on several assumptions, employ
a high number of hand-tuned parameters, and involve complex
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computations. However, the straightforward hypothesis that dur-
ing visual processing signals with lower intrinsic dimension are
suppressed renders also our model biologically plausible as well.
Indeed, previous work has shown that this simple hypothesiscan
already explain the occurrence of lateral inhibition (i0D signals
are suppressed), end-stopping (i1D signals are suppressed) [35],
and motion selectivity [50].

Existing approaches are typically tuned towards optimal per-
formance for specific tasks: while the SUNDAy model yields
smooth, continuous saliency maps that are more adequate for
the prediction of real fixations, the Itti models (especially the
normalization scheme “Fancy”) produce sparser maps with few
peaks that rather account for the most salient scene locations only.
To test how well our simple approach can generalize to both
tasks, we defined two data-labelling scenarios: one that aims to
model all human fixations, but picks non-salient locations so as to
account for viewing biases, too; and a second, where salientand
not salient locations are chosen from the most and least salient
video regions without viewing bias correction. To our surprise,
we find that while existing models typically excel in only one
scenario, our approach, more specifically invariantK, is generic
enough to provide optimal prediction for both problems.

We also have shown that although different labelling schemes
allow the comparison of the relative performance of the different
models, they also narrow down the effective performance range.
Knowledge of the upper and lower bounds of the model perfor-
mance is essential as it allows the assessment of the true perfor-
mance gain and the estimation of the closeness to the optimal
model behaviour achievable for a given problem formulation.

In order to understand the potential gain from more complex
(but biologically motivated) features, that is from additional
information (be it for instance multiscale or multispectral), we
performed a comprehensive analysis by gradually extendingour
simplest saliency map, the geometrical invariants computed on a
single scale of the intensity videos. With the integration of more
features, the introduction of additional free parameters becomes
inevitable, but their values are here fine-tuned in a supervised
learning scenario.

Our first extension, the spatial pooling through feature energy
computation, allowed us to consider movie sub-volumes (i.e. a
salient context) of arbitrary size around the fixation. Thus, we
could overcome the limitations of learning algorithms operating
in high-dimensional (pixel) spaces. This is, however, onlyone
simple way of decreasing dimensionality, and we are aware that
by such a notable reduction also an information loss is introduced.
Still, this step enabled the computation of visual featureson
multiple spatio-temporal scales, while only modestly increasing
the dimensionality again.

A key issue in the design of bottom-up saliency maps is how to
combine separate feature maps coming from different modalities
to create a unique master map. A main advantage of the conceptof
intrinsic dimensionality is that it leads to a unified representation
of spatial and temporal saliency and, moreover, that it can be
readily extended to multispectral sequences. However, we found
no strong difference between the invariants on luminance and
those on a multispectral representation. This could be partly due to
the fact that colour channels are highly correlated with each other,
so that only redundant information is added with colour. Also,
other colour spaces, such as the perceptually uniform CIELAB
space, as well as the approximately equidistant HSV space, may

better capture the true role of colour in attentional guidance.
Overall, we found that including more information and fine-

tuning the model parameters through learning algorithms in-
creased the predictability, but the gain was less than intuitively
expected. Learning appears to partially compensate for thelower
quality of an image or video representation, when quality is
measured in terms of how compact a representation is. Note,
however, that our eye movement prediction results are better than
those of the reference models even without multiscale learning.

Obviously, as with any purely bottom-up model of visual
saliency, the present approach cannot fully account for thecom-
plex nature of human fixation patterns. Nevertheless, such models
may predict top-down behaviour reasonably well when the high-
level task is implicit or unknown [51]. Indeed, our proposedmodel
further improves upon previous approaches and successfully pre-
dicts human eye movements during free-viewing of dynamic real-
world scenes. Note that incorporating other known properties of
active vision, such as scanpath statistics, temporal correlations of
scanpaths, and preference for the centre, could lead to evenbetter
performance.

V. CONCLUSION

In summary, we have demonstrated how standard supervised
learning techniques can fine-tune the free parameters of a simple
image processing-based model of bottom-up saliency to account
for eye movements in natural dynamic scenes. Grounded in the
intuitive assumption that the visual signal must change in order
to attract attention, we proposed a generic model and testedits
predictive power on a large set of eye movements in two distinct
data labelling scenarios. Despite its conceptual simplicity, our
model outperforms state-of-the-art baseline models.
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pp. 175–178.

[39] B. J̈ahne, H. Haußecker, and P. Geißler, Eds.,Handbook of Computer
Vision and Applications. San Diego, USA: Academic Press, 1999.

[40] C. Mota, I. Stuke, and E. Barth, “Analytic solutions formultiple mo-
tions,” in Proc. IEEE Int. Conf. Image Processing, vol. II. Thessaloniki,
Greece: IEEE Signal Processing Soc., October 7-10, 2001, pp. 917–20.

[41] ——, “The intrinsic dimension of multispectral images,” inMICCAI
Workshop on Biophotonics Imaging for Diagnostics and Treatment,
2006, pp. 93–100.

[42] M. Dorr, T. Martinetz, K. Gegenfurtner, and E. Barth, “Variability of eye
movements when viewing dynamic natural scenes,”Journal of Vision,
vol. 10, no. 10, pp. 1–17, 2010.
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