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Abstract

Does it matter what observers are looking at right now to determine where
they will look next? We recorded eye movements and computed colour, local
orientation, motion, and geometrical invariants on dynamic natural scenes.
The distributions of differences between features at successive fixations were
compared with those from random scanpaths of varying similarity to natural
scanpaths. Although distributions show significant differences, these feature
correlations are mainly due to spatio-temporal correlations in natural scenes
and a target selection bias, e.g. towards moving objects. Our results indicate
that low-level features at fixation contribute little to the choice of the next
saccade target.
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1. Introduction

After several decades of intensive research, it still remains an open ques-
tion what the exact factors are in driving eye movements on natural scenes.
There is a general consensus that eye movements are guided by both bottom-
up, image-driven properties as well as top-down, cognitive processes, but the
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relative importance of these two mechanisms is still under debate. Recently,
Dragoi and Sur (2006) introduced a further mechanism that does not fall
neatly in either category and rests on the relationship of low-level features at
the current centre of gaze and low-level features at potential saccade targets.
Because information about the observer, the current gaze position, needs
to be taken into account, a pure bottom-up model does not suffice to de-
scribe this mechanism; on the other hand, the mechanism seems to work at
a pre-attentive stage, so a description as top-down would also be inadequate.
Dragoi et al. based their work on measurements of rhesus monkeys watching
still images. In this paper, we will systematically investigate whether the
proposed mechanism also can be found, for a variety of low-level features,
in human observers watching videos, i.e. whether low-level features at the
current centre of gaze contribute to saccade target selection under natural
viewing conditions.

1.1. Bottom-up and top-down mechanisms

An influence of the task at hand on gaze behaviour was already found
by Yarbus (1967), a finding that was corroborated also for real-life activities
(Land and Hayhoe, 2001; Ballard and Hayhoe, 2009). Because of the com-
plexity of modelling cognitive factors, however, much research has focused on
bottom-up, low-level factors that can be computed from the stimuli alone.
This was further facilitated by the finding that the distribution of image
features at the centre of fixation differs significantly from that at random
control locations (Mannan et al., 1997; Reinagel and Zador, 1999; Parkhurst
et al., 2002; Tatler et al., 2005; Baddeley and Tatler, 2006; Tatler et al.,
2006), which can be interpreted as a preference of the human visual system
for highly structured image regions (but see below). A common approach
to model such low-level factors is that of a saliency map (e.g. Privitera and
Stark (2000); Itti and Koch (2001); Itti (2005) on static images; Carmi and
Itti (2006); Böhme et al. (2006) on videos). Every feature under consider-
ation, such as contrast, motion, or edge density, is stored in a feature map
that assigns a certain value to every location in the image. These feature
maps are combined by a weighting scheme to obtain relative saliency values
for image locations. Simple models might always pick the image location
with the maximum saliency value as the next saccade target; see Tatler et al.
(2005) for a discussion of how top-down strategies could select targets from
a set of candidate points that were determined on the saliency map.
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Despite some success in predicting eye movements based on low-level
features alone during free viewing (Meur et al., 2007; Vig et al., 2009), it
has also been shown that task demands can overrule image-based saliency
(Henderson et al., 2007; Einhäuser et al., 2008a). It is argued that it is not
low-level features per se, but semantically meaningful objects (the presence
of which is correlated with image structure) that drive attention (Foulsham
and Underwood, 2008; Einhäuser et al., 2008b); however, it is also still under
debate whether low-level features are merely correlated with objects or give
rise to their perception (Elazary and Itti, 2008).

1.2. Correlations of low-level features at successive fixations

Based on psychophysical and electrophysiological evidence, a further mech-
anism for the selection of saccade targets was put forward by Dragoi and Sur
(2006). They showed that when V1 neurons were adapted to gratings of a cer-
tain orientation for 400 ms, subsequent discrimination performance improved
for both iso-orientation and orthogonal gratings; discrimination of gratings
with an intermediate orientation difference, on the other hand, did not change
significantly. Dragoi and Sur (2006) related these findings to eye movement
recordings from rhesus monkeys viewing still images that showed that fixa-
tions of an image patch were likely to be followed by either a small saccade to
a patch with similar orientation or by a large saccade to a patch with largely
dissimilar orientation. The proposed explanation was that eye movements ex-
ploit the improved discrimination performance and steer gaze towards either
iso-oriented or orthogonally oriented image patches. A schematic illustration
of this analysis can be found in Fig. 1, which depicts a putative scanpath
on a synthetic scene: from each fixation patch, dominant local orientation φ
is extracted (e.g. φ1 = 90°, φ2 = 135°, etc.). The differences of orientation
at successive fixations then can be computed (e.g. ∆φ1 = |φ2 − φ1| = 45°)
and their distribution compared with a distribution of differences obtained
on randomly generated control scanpaths. In the case of Dragoi et al., the
distribution of differences in orientation was more U-shaped for measured
than for random baseline scanpaths because both very small and very large
differences occured more often.

Looking at these differences of low-level features can also be interpreted as
evaluating the correlation of such features introduced by the visual system’s
target selection process. At this point, however, it is important to note that
natural scenes are highly correlated both in space and time (Zetzsche et al.,
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Figure 1: Schematic illustration of the analysis for a synthetic scene; real data was mea-
sured on natural videos. Low-level features (here: orientation) are extracted from each
fixated image patch and their differences along the scanpath are computed.

1993; Simoncelli, 1997); it is therefore crucial to carefully discriminate these
image-inherent correlations from those that are due to eye movements.

If we found such eye movement–induced correlations indeed, we could
also understand them as a contribution of low-level features at the current
centre of fixation to the selection of the next saccade target. This is of
particular interest to the prediction of eye movements: here, it were not
sufficient anymore to look at a saliency map that is independent of current
eye position. On the contrary, information from the current eye position
would be required to determine where the eye will look next. Similar analyses
of oculomotor tendencies such as saccadic amplitude and direction, fixation
duration, and the bias towards the centre of the stimulus have shown that
such factors can significantly improve feature-based models of eye guidance
(Tatler and Vincent, 2009b,a).

In the remainder of this paper, we will apply the technique of looking at
feature differences at successive fixations to a large set of eye movement data
from human subjects watching high-resolution video clips. To use video clips
instead of still images has the advantage that viewing conditions are more
natural; on still images, a few fixations might suffice to capture all relevant
scene information, after which image sampling might become idiosyncratic.
For further work on eye movements on dynamic natural scenes, we refer to
e.g. Tseng et al. (2009); Carmi and Itti (2006); Stelmach and Tam (1994).

To extend the analysis, we did not only look at local orientation, but
systematically investigated other low-level features as well. In particular,
these were brightness, colour, and motion. Even though the choice of these
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features might be arbitrary to a certain extent, there seems to be a general
consensus that these features are extracted at an early stage in visual infor-
mation processing (Adelson and Bergen, 1991). Furthermore, we analysed
the correlation of geometrical invariants, which are basic dynamic features
from a computational perspective and have been shown to be useful in under-
standing various phenomena in biological vision (Zetzsche and Barth, 1990;
Zetzsche et al., 1993; Barth and Watson, 2000). The invariant H (see below)
can also be interpreted as spatio-temporal contrast.

Finally, our analysis was performed on a spatio-temporal multiresolution
pyramid (Burt and Adelson, 1983) in order to capture any effect that might
be limited to a certain spatio-temporal scale.

2. Methods

2.1. Experimental setup

18 colour video clips of 20 s duration each were recorded using a JVC
JY-HD10 HDTV video camera. Clips showed outdoor real-world scenes in
and around Lübeck; they had a spatial resolution of 1280 by 720 pixels and
a frame rate of 29.97 frames per second (progressive scan). These image
sequences were displayed at 90 Hz refresh rate on an Iiyama MA203DT 22”
screen covering an area of 40 by 22.5 cm. At a viewing distance of 45 cm,
the videos thus spanned a horizontal field of view of about 48 degrees and
had an angular resolution of 13.4 cycles/degree. 54 subjects took part in the
experiment. They were instructed to watch the movies attentively; no other
specific task was given. Their eye movements were recorded using an SR
Research EyeLink II tracker at 250 Hz. An initial calibration was performed
prior to the experiment; after each movie presentation, an additional drift
correction was performed.

2.2. Eye movement analysis

The eye tracker flags invalid samples (for example, during blinks); in a
first analysis step, trials where more than 5% of samples were invalid were
discarded, leaving between 37 and 52 recordings per video sequence and 844
recordings (with 42331 fixations) overall. The extraction of fixations made
on dynamic scenes from such raw data is not trivial due to the occurrence of
smooth pursuit eye movements (Munn et al., 2008), and our investigation of
successive fixations obviously hinges crucially on a faithful detection of fixa-
tions. Therefore, we chose to implement two different fixation identification
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algorithms, namely the GUIDe algorithm developed by Kumar (2007) and
our own algorithm that combines velocity- and dispersion-based approaches:
first, saccades were extracted in a two-fold procedure. To initialize the search
for a saccade onset, gaze velocity had to exceed a high threshold θ1 = 138°/s
first; then, saccade onset and offset were defined as the points in time where
gaze velocity passed a lower threshold θ0 = 17°/s that is biologically more
plausible but less robust to noise. From intersaccadic samples, a fixation
was detected if gaze remained stationary (within 0.35°) for at least 100 ms;
the (x, y) coordinates of the fixation were then computed as the mean of the
stationary samples. Performance of both algorithms was validated against a
randomly sampled set of 550 hand-labelled fixations; the GUIDe algorithm
yielded a slightly better agreement and was therefore used for all results
presented in this paper. Nevertheless, we ran the same analyses using the
second algorithm and obtained qualitatively similar results. For the GUIDe
algorithm, we also computed the extent to which gaze samples remained un-
labelled as either fixation or saccade, which might indicate a smooth pursuit
movement. About 9% of gaze samples could not be labelled reliably; how-
ever, average duration of such unlabelled episodes was 37 ms, which would be
fairly short for phases of smooth pursuit, so that it was possibly often rather
the transitions between (high-velocity) saccades and (low-velocity) fixations
that caused problems for the algorithm. Manual inspection further revealed
that some clear episodes of smooth pursuit, e.g. when a flock of birds flies
by in one of the videos, were broken into a series of fixations and ’undefined’
samples. However, the depicted objects are not translated rigidly, change
course, etc., so that even a manual labelling would be difficult. In the con-
text of the present study, it is not clear at any rate how smooth pursuit
should be treated, since e.g. catch-up saccades would keep fixation on the
same object.

2.3. Low-level features

All low-level features were computed on a multiresolution pyramid con-
structed from the image sequence by successive blurring and sub-sampling
in both the spatial and the temporal domain. In our implementation, we
created 5 spatial (13.4, 6.7, 3.3, 1.7, and 0.8 cycles/degree) and 3 temporal
(30, 15, 7.5 fps) scales. Except for colour, all features were determined on
the luma channel (see Methods below) of the video.
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Timing of feature extraction with regard to fixation onset. For each fixation,
we extracted features from that video frame that was shown on the screen
at the onset of fixation. The human visual system, however, has to base its
decision where to move the eyes next on information that was available earlier
already because of its sensory-motor latency. Therefore, we additionally ran
all analyses again with features that were extracted at up to 200 ms (in steps
of 25 ms) before fixation onset, respectively; due to the temporal correlations
in the videos, results were qualitatively similar (data not shown).

Orientation. Local orientation was extracted using a standard technique
based on the eigenvalues of the two-dimensional structure tensor J2 (for a
textbook coverage, see e.g. Jähne, 1999).

J2 = ω ∗

(

fxfx fxfy

fxfy fyfy

)

,

where f(x, y) is the image-intensity function, subscripts indicate partial deriva-
tives, and ω is a spatial smoothing kernel applied to their products (here, an
11-tap binomial kernel was used). If the rank of J2 is zero (both eigenvalues
λ1, λ2 = 0), the image patch is homogeneous. A rank of two (λ1 > 0, λ2 > 0)
indicates a 2D feature, e.g. a corner. An ideal orientation corresponds to
a rank of one (λ1 > 0, λ2 = 0), with a direction given by the eigenvector
corresponding to the zero eigenvalue. To increase robustness in the presence
of noise, however, eigenvalues were not checked against zero, but against
a threshold defined by the maximum eigenvalue over all image patches ex-
tracted from a video: λ1 + λ2 < θ1 · λmax; relative size of the eigenvalues was
controlled by a second threshold θ2 < λ2−λ1

λ1+λ2

. We varied θ1, θ2 systematically
in the range 0.01–0.1 and 0.1–0.9, respectively.

Colour. MPEG-2 video as recorded by our camera stores colour in the Y ′CrCb

format with one channel corresponding to brightness and two to colour-
opponency information (Poynton, 2003). We directly used the intensity val-
ues from all channels.

Velocity. Motion estimation followed the algorithm presented in Barth (2000).
It is based on the three-dimensional structure tensor J defined as

J = ω ∗





fxfx fxfy fxft

fxfy fyfy fyft

fxft fyft ftft



 ,
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where ω is a spatio-temporal smoothing kernel (here 5-tap binomials in both
space and time). Analogously to two-dimensional orientation, motion can
now be computed from the eigenvalues of J (Haußecker and Spies, 1999), but
a more robust method is to use the minors Mij of J , obtained by eliminating
row 4 − i and column 4 − j of J . Four different expressions of the form
~v1 = (M31,−M21)/M11 can be derived and compared against each other
for improved noise resilience. Velocity was computed as v =

√

v2
x + v2

y and
locations where v was less than 1% of the maximum velocity in that video
frame were discarded. Finally, results were smoothed with a Gaussian kernel
with length 15, σ = 3 pixels.

Geometrical invariants. We also computed geometrical invariants that have
been shown to be useful in understanding biological vision (Barth and Wat-
son, 2000); they have also been used to predict eye movements before (Zet-
zsche et al., 1998; Böhme et al., 2006; Vig et al., 2009):

H = 1/3 trace(J) = λ1 + λ2 + λ3

S = |M11| + |M22| + |M33| = λ1λ2 + λ2λ3 + λ1λ3

K = |J | = λ1λ2λ3.

From these invariants, the intrinsic dimensionality of the image sequence can
be inferred (Zetzsche and Barth, 1990). The intrinsic dimension of a signal
at a particular location is the number of directions in which the signal is
locally non-constant. H > 0, S = K = 0 indicates an i1D feature such as an
edge, S > 0, K = 0 indicates an i2D feature such as a corner or a transient
edge, and transient corners are i3D and have K > 0. An example image for
invariant S is shown in Fig. 2.

2.4. Artificial scanpaths as baseline measure

To be able to compare our results against a baseline measure, we cre-
ated random sequences of fixations, or scanpaths. However, real scanpaths
have certain characteristics that need to be taken into account. For example,
the distribution of saccadic amplitudes that subjects made on our stimuli
(see Fig. 3(a)) is heavily skewed (mean amplitude is 7.4°, median is 5.6°).
Because natural scenes show spatio-temporal correlations that vary with dis-
tance (Zetzsche et al., 1993; Simoncelli, 1997), see also Fig. 3, any correlations
found along the scanpath might be due to these image-inherent correlations
alone. Furthermore, it is a well-known fact that human gaze prefers image
patches with high local structure, such as edges, corners, or motion. This
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Figure 2: Left: Still shot from one of the movies used in our experiment. Right: Cor-
responding image of geometrical invariant S. Non-white locations change in at least two
spatio-temporal directions (brightness thresholded and inverted for better legibility).

repulsion from homogeneous areas is of particular importance in the context
of the orientation feature since orientation cannot be reasonably extracted
from such areas.

In order to disambiguate these effects, we created four different sets of
baseline scanpaths with a different similarity to the recorded scanpaths. A
graphical illustration of these control conditions is given in Fig. 4.

“Random”. Fixation durations were copied from real scanpaths, but image
coordinates of fixations were uniformly sampled across the whole scene, re-
sulting in a mean saccadic amplitude of 19°. Thus, in this condition neither
saccadic amplitude nor the set of fixated patches remained the same as in
the real scanpaths.

“Same lengths”. Saccade lengths were copied from real scanpaths, but di-
rection was randomized; most correlations inherent in natural scenes were
therefore conserved, but the image patches from which features were ex-
tracted were random.

“Scrambled”. In this condition, the order in which a subject fixated a se-
ries of image patches was shuffled. This yielded a different distribution of
saccadic amplitudes (mean 13°, almost twice as large as that of the original
distribution), but the set of fixation coordinates (x, y) remained constant.
Note that this does not imply that fixated image patches were exactly the
same; because of moving objects and illumination changes over time, features
at (x, y, t1) and (x, y, t2) might differ for t1 6= t2.

“Synthetic”. All the above conditions are based on data from a single trial
(combination of one subject and one movie) per output scanpath. Using
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Figure 3: a) Distribution of saccadic amplitudes on our set of videos that were displayed
at a size of 48 by 27 degrees visual angle. About 1% of saccades had an amplitude of more
than 30 degrees (not shown here). b) Log-plot of joint distribution of saccadic amplitudes
and angles. There is a strong bias towards horizontal and vertical saccades. c) Image-
based correlation of local orientations on the highest spatial scale (13.4 cycles/deg). The
bottom-left corner corresponds to the correlation of a pixel with itself, which is 1.0 by
definition. At longer distances (above 0.5 to 1 degree), correlations drop to chance level;
notable is the anisotropy that correlations decay more slowly along the horizontal axis. d)
Image-based correlation of local orientations for a middle spatial scale (3.3 cycles/deg).
Again, correlations are anisotropic.

data only from a single subject, it is impossible to change the scanpath
(i.e. generate an artifical scanpath) while keeping constant both the set of
fixated patches and the spatio-temporal distances between these fixations.
However, by mixing scanpaths made by different observers on the same video,
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(a) “Original” (b) “Scrambled”

(c) “Same lengths” (d) “Synthetic”

Figure 4: Illustration of the control conditions (“random” not shown). a) Measured
scanpaths from two subjects (solid line / dashed line). b) “Scrambled”: fixations are
the same, but their order is randomized. c) “Same lengths”: the fixation locations (except
for the start position) are random, but the connecting saccades have the same amplitudes
as in the “original” condition. d) “Synthetic”: using scanpaths from several subjects, both
the set of fixated locations and the joint distribution of saccadic angles and amplitudes
are approximated (in this small sketch, only amplitudes are similar); no saccadic segment
occurs in the “original” scanpaths. Note the fixation from a putative third subject in the
top right corner.

both these characteristics can be approximated simultaneously. Consider a
sequence of two fixations made by subject A: fA(n) = (xA(n), yA(n)), fA(n+
1) = (xA(n+1), yA(n+1)) with a distance ∆A(n) = (xA(n+1)−xA(n), yA(n+
1) − yA(n)) (for simplicity, we ignore time in this example). In an artificial
scanpath S, we would then want to model a pair of fixations with the same
distance (since ∆ is a vector-valued function, this also includes the angle
between the two fixations), fS(n) = (xS(n), yS(n)), fS(n + 1) = fS(n) +
∆A(n). Furthermore, fS(n) and fS(n + 1) should not be random points,
but real fixation points. Given a sufficient number of scanpaths from other
subjects, it is not unlikely to find (at least approximately) such a pair of
fixations, e.g. from subjects B and C: fB, fC = fB + ∆A(n) + ǫ, that we can
use for our “synthetic” scanpath: fS(n) := fB, fS(n + 1) := fC . Care has to
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be taken, however, that the artificial scanpath does not coincidentally become
a mere copy of original scanpath segments, i.e. that there is no subject X
with fixations fX(n) = fB, fX(n + 1) = fC .

In practice, “synthetic” scanpaths were created as follows. An output
scanpath was initialized with the first fixation of an original scanpath. Then,
the same number of fixations as in the input scanpath was generated by
sampling pairs of angles and amplitudes from the joint distribution over the
original scanpaths (see Fig. 3(b)); for each sample, we searched among all
observers’ fixations for one with a similar distance at a similar angle to the
current fixation (tolerances were 0.2 degrees of amplitude and 10 angular
degrees). Because of moving objects, the image patch around one fixation
point might look different over time, and therefore we initially searched only
among those fixations that had been made at a similar point in time (toler-
ance 0.5 s). As mentioned above, theoretically it would be possible to end up
with an exact copy of the input scanpath, since that copy trivially mimicks
both saccadic amplitudes and angles and the set of fixation points. Therefore,
a further constraint was that no sampled pair of saccade onset and offset was
also part of any of all subjects’ original scanpaths (again with a tolerance of
0.2 degrees). Obviously, these conditions could not always be fulfilled: even
a large data set of fixation points is relatively sparse on the screen (the screen
measures about 1300 deg2; at a spatial tolerance of 0.2 deg, a single fixation
point covers only 0.01% of this area), and certain combinations of angles and
amplitudes might take a scanpath outside the borders of the video, which
is clearly nonsensical. In these cases, sampling from the joint distribution
was repeated up to 10 times and the tolerance for “similar” time points was
gradually relaxed until a matching fixation patch could be found. The C++
source code for this algorithm is available upon request.

To assess how closely the original distribution of saccade length and di-
rection was approximated, we computed the Kullback-Leibler divergence be-
tween the original distribution and those generated by the baseline condi-
tions. For a reference point, we also computed the KLD of one half of the
original data set to the other half. Results were 1.19, 0.4, 0.08, 0.07, and
0.05, respectively (for “random”, “scrambled”, “lengths”, “synthetic”, and
“original”). These results show that the “synthetic” scanpaths are only an
approximation to the original scanpaths, but model the saccade characteris-
tics of original scanpaths more closely than those in the “lengths” condition,
even though they consist only of real fixation points (in the “lengths” condi-
tion, fixation points are random).
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Figure 5: Example of probability and empirical cumulative distribution functions (ECDF);
here, the distribution of orientations is plotted. Fn(x) denotes the proportion of samples
having a value of less than or equal to x, e.g. 50% of samples have an orientation between
-90 and 0 degrees. Peaks in the probability distribution (left panel) correspond to a steep
slope in the ECDF (right), e.g. at -90, 0, +90 degrees.

In summary, by introducing the concept of synthetic scanpaths, we can
avoid the shortcomings of random and scrambled scanpaths and, in addition,
match the natural distribution of saccade length and direction.

3. Results

To see whether the features along scanpaths made by human observers
are correlated beyond the level that is to be expected from image-inherent
spatio-temporal correlations alone, we have to compare the distributions of
feature differences along the “original” scanpaths with distributions based
on the control scanpaths. Because of random fluctuations, finding sub-
tle differences in raw distributions is quite hard; we therefore look at the
empirical cumulative distribution functions Fn(x) = 1

n

∑n

i=1 IXi≤x, where

IXi≤x =

{

1 if Xi ≤ x
0 otherwise

, which integrate over difference magnitude.

As an example, consider the two distributions of orientation values in
Fig. 5. The solid line depicts the distribution of orientations at human fix-
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ation points and the dashed line those at random control points; the domi-
nance of the horizontal (φ = 0°) and vertical (φ = ±90°) axes is a well-known
property of natural scenes and can therefore be found both in human and
random data. The ECDF (shown in the right panel) at x tells us what pro-
portion of samples have a value of less than or equal to x, e.g. about 50%
of samples have an orientation between -90 and 0 degrees. Peaks in the
probability distribution (left panel) correspond to a steep slope in the ECDF
(e.g. for the cardinal axes); low p(x) values correspond to plateaus (e.g. for
oblique orientations). Based on the ECDF, the Kolmogorov-Smirnov test
statistic Dij = sup

x

|Fi(x) − Fj(x)| denotes the maximum distance of two cu-

mulative distributions on the y-axis. In our example in Fig. 5, this maximum
distance is 6.3%: around 82% of samples in the “original” distribution have
an orientation of less than x = 80 degrees, but the dashed “random” curve
has reached more than 88% at this point already.

Depending on the number of samples in the distributions, every such
distance Dij is then assigned a probability p to test for statistical significance.
Since the Kolmogorov-Smirnov test is valid only for continuous distributions,
but the low-level features colour and invariants are represented by discrete
values, we performed a 1000-fold bootstrap test and report 95% confidence
interval values.

We should take statistical tests with a grain of salt, though. Overall, we
have almost 500 conditions (5 · 3 spatio-temporal levels, 8 different features
with varying parameters, 4 types of control scanpaths). Even at a significance
level of p = 0.01, this implies that we have to expect around 5 conditions
with presumably significant results, even if there was no underlying effect.
Therefore, we carefully have to look out for systematic effects, i.e. those that
are robust against scale or parameter changes. Also, because of the high
number of samples, even miniscule effects can show up as highly significant.

In the following, we will present and discuss some representative findings.
We will start out with orientation and colour because here the analysis is
straightforward; results for motion and the geometrical invariants need more
consideration.

The evaluation of local orientation poses the problem that the threshold
θ1, θ2, which separate oriented from homogeneous patches, have to be defined.
We systematically varied these parameters and found, not surprisingly, that
for low orientation specificity (θ1 = 0.02, θ2 < 0.4), random noise dominates
the measurements and the control conditions cannot be distinguished from
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Figure 6: Results for local orientation. a) ECDF for differences of orientations on the
second spatial, first temporal level. The “random” and “scrambled” conditions strongly
differ from the original data in their saccadic amplitudes and therefore also differ in their
orientation differences. The “same lengths” condition is closer, but still different at around
significance level (D = 6.0%, p < 0.017); “synthetic” scanpaths show no such difference
(D = 4.0%, p > 0.18). b) Maximum distance between original data distribution and con-
trol conditions for different spatial scales (first temporal scale; results are similar for other
temporal scales). The “synthetic” condition is always closest; “random” is particularly
different on the lower-frequency scales.

the “original” condition. At e.g. θ1 = 0.05, θ2 = 0.8, however, reliability
of orientation estimation is high; at only about 12% of image patches can
orientation be extracted then (nevertheless, the following also holds true
for moderate parameter variation). Because human fixations are drawn to
structured image regions, the number of strongly oriented patches decreases
slightly for the “same lengths” and the “random” conditions (to about 9%).

In Fig. 6(a), the distributions of orientation differences along the scan-
paths are plotted for one exemplary spatio-temporal scale. Clearly, the
“scrambled” and the “random” conditions are very different from the orig-
inal data. In these conditions, the saccadic amplitudes changed drastically
and hence, also the distance-determined correlations of the image patches
changed. The “same lengths” condition mimicks the original data more
closely, but is still different almost at significance level (D = 6.0%, p < 0.017);
however, only when the image-based correlations are fully modelled in the

15



0 20 40 60

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

Chroma difference (Cb channel)

E
m

pi
ric

al
 c

um
ul

at
iv

e 
di

st
rib

ut
io

n 
fu

nc
tio

n

Original
Synthetic
Scrambled
Same lengths
Random

(a)

0.
00

0.
04

0.
08

0.
12

Spatial level (cycles/deg)

M
ax

im
um

 d
is

ta
nc

e 
be

tw
ee

n 
di

st
rib

ut
io

ns
 D

13.4 6.8 3.3 1.7 0.8

Synthetic
Scrambled
Same lengths
Random

(b)

Figure 7: a) ECDFs of colour differences on the fourth spatial, first temporal level. The
“synthetic” condition shows no significant difference to the original data (D = 0.7%,
p > 0.07). b) Maximum distance between original data distribution and controls for
different spatial scales.

“synthetic” condition and even the angular distribution of saccades is taken
into account, the difference to the human data vanishes. Compared to the
“synthetic” artificial scanpaths, human subjects did not show a preference
for certain orientation differences from one fixation to the next (D = 4.0%,
p > 0.18). The same pattern can be seen in Fig. 6(b), where the test statistic
D is plotted for all spatial scales. The “synthetic” condition is always closest
to “original”, and “random” is particularly bad on the lower spatial scales.

Because Dragoi and Sur (2006) found different effects for saccades of
different sizes, we also evaluated subsets of our data based on saccadic am-
plitude: following Dragoi and Sur, we binned saccades into small (< 1°),
medium (1 − 3°), and large (> 3°); since the stimuli in our data set were
much larger, we also partitioned the saccades along the median of roughly
6°. No significant differences between “synthetic” and “original” could be
found in any of these subsets (data not shown).

Proceeding to the next low-level feature, colour, Fig. 7(a) shows exem-
plary data for the blue-difference chroma channel Cb on the fourth spa-
tial level, but the following applies also to luma (Y ) and red-difference
chroma (Cr). Here, all those artifical scanpath models with different sac-
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Figure 8: a) Cumulative distribution of K values at fixated image patches. The “original”
condition shows a small bias towards larger K values compared to “synthetic” and a large
bias compared to “same lengths”. b) ECDF of differences of geometrical invariant K on
the third spatial and the first temporal level. There is a statistically significant difference
(D = 2.5%, p < 10−5) between the “original” and the “synthetic” condition, but this
difference can be explained by the difference in the underlying feature distributions (see
a)).

cadic amplitudes (“scrambled” and “random”) or different fixation locations
(“same lengths”) lead to very different colour differences along the scanpath
(p < 10−5 on almost all spatio-temporal levels). Only the “synthetic” condi-
tion shows no significant difference to the original data (D = 0.7%, p > 0.07);
for this condition, no such difference can be found for any spatio-temporal
level (see Fig. 7(b)) or colour or brightness channel.

In Fig. 8(a), results are plotted for the geometrical invariant K, which
describes the intrinsically three-dimensional video patches such as transient
corners. Similar effects could be found on several spatio-temporal levels, and
we will here describe one exemplary case (third spatial, first temporal level).
Statistically significant differences could not be found for invariants H and
S, which correspond to intrinsically one- and two-dimensional features; these
features are less sparsely distributed than K and the following discussion
therefore does apply only loosely to them.

The black solid curve in Fig. 8(b), which represents the “original” data,
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saturates later than the other curves; they, in turn, have a steeper slope near
∆K = 0. This means that in the original scanpaths, K values showed larger
absolute differences. This effect is particularly strong when comparing the
original scanpaths with the conditions “same lengths” and “random”, which
are those conditions where image patches were drawn (quasi-)randomly. The
difference for the “synthetic” and “scrambled” conditions is less pronounced,
but still is statistically significant (D = 0.9%, p < 0.017).

Let us now turn to Fig. 8(b) for an explanation. Shown here are the
cumulative distributions of raw K values at fixated image patches. When
comparing the “original” condition with “same lengths”, we can see that
there is a strong bias towards higher K values—which is in line with the
observation that humans prefer to look at highly structured image regions.
The image patch selection in the “same lengths” condition, on the other
hand, was random and therefore showed no such bias. Although the set
of image patches in the “synthetic” condition approximates the measured
set of fixated image patches, some spatio-temporal uncertainty is introduced
(see section 2.4), so the raw K values for this condition are slightly smaller
than for the recorded data (D = 3.6%; although these numbers cannot be
compared directly, this is at least in the same order of magnitude as the
distance of the distributions of ∆K, D∆K = 2.5%).

Thus, we can state that the distribution of K at the centre of gaze is
wider for human data than for artifical scanpaths; therefore, the distribution
of differences along the scanpath also becomes wider. This bias of the human
visual system towards image regions with higher K values, i.e. regions of
changes in all spatio-temporal dimensions, can be used to reliably predict eye
movements (Vig et al., 2009), regardless of the question whether this observed
bias is merely a correlate of other, top-down factors such as a preference for
(moving) objects. However, there is no strong evidence for a particular bias
in selecting the next saccade target based on the K value at the current
centre of fixation.

A similar effect could be found for the motion feature. On almost all
spatio-temporal levels, there are significant differences between the original
scanpaths and all control conditions. For an example, the distribution of
velocity differences on the third spatial and first temporal level is shown
in Fig. 9(b). Again, human subjects show a bias towards larger absolute
feature differences compared to random processes, but as in the case of K, the
underlying distribution is also different. As can be seen in Fig. 9(a), humans
tend to fixate moving objects more often (in practice, moving objects are
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Figure 9: a) Cumulative distribution of velocities. Subjects exhibit a clear bias towards
image patches with high velocities. b) ECDF of differences of velocity on the third spatial
and the first temporal level. There is a statistically significant (D = 2.9%, p < 10−5)
difference between the “original” and the “synthetic” condition.

often followed with a smooth pursuit eye movement; see the Methods section
for a discussion). Note that the difference between the “original” and the
“scrambled” condition is fairly large here even though the spatial locations
of the image patches stay the same. Their temporal order changes, and by
definition, a moving object will be at a different place at a different time.

Summarizing our results, we can conclude that for orientation, as well
as for the other low-level features, there is no significant contribution of the
feature at the current centre of gaze to saccade target selection.

4. Discussion

The study presented here was motivated by our research on gaze pre-
diction and gaze guidance. Previously, we had found that low-level features
such as the geometrical invariants can be successfully used to predict where
observers will direct their gaze in natural movies. In order to potentially
improve our prediction algorithm, we investigated the correlation of a va-
riety of low-level features across consecutive fixations. In line with earlier
findings by Dragoi and Sur (2006), we found that such correlations are not
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random and feature differences along the scanpath exhibit systematic char-
acteristics. However, our data does not support Dragoi et al.’s hypothesis
that neural adaptation plays a crucial role in forming these characteristics;
in other words, that low-level features at the centre of gaze contribute to
saccade target selection.

On the contrary, we find that the correlations of features along the scan-
path can be explained by two factors. First, natural scenes themselves show
strong spatio-temporal correlations, and any distribution of saccadic ampli-
tudes and angles will reproduce these correlations to a varying degree. Sec-
ond, there exists a general bias in saccade target selection, e.g. the preference
of human observers to look at image regions with spatio-temporal structure,
which in natural scenes often corresponds to object locations.

For geometrical invariants, which describe the number of spatio-temporal
dimensions that change locally, and motion, this preference resulted in a
wider distribution of raw feature values at fixated patches; therefore, dif-
ferences of those features at successive fixations also differed from those in
control conditions. For colour and local orientation, we could find an effect
only for some of the control scanpath models; when we matched saccade
statistics and therefore matched the scene-inherent spatio-temporal correla-
tions, the effect vanished.

Nevertheless, we should stress that our findings do not rule out that low-
level features at fixation contribute to saccade target selection at all; it is
possible that the human visual system might have learned to make use of a
specific distribution of saccadic amplitudes and angles, which induces corre-
lations in the sequence of fixated low-level features that may be beneficial
in terms of neural adaptation. However, such a putative mechanism would
require no direct knowledge of the relationship of features at fixation and
potential saccade targets.

If we had found strong evidence that the visual system does indeed eval-
uate and compare low-level features at fixation and in the periphery, this
would have been a strong argument in the ongoing debate whether top-down
or bottom-up factors are more important in the control of eye movements on
natural scenes. We here find no indicator that low-level features are explic-
itly represented and used in oculomotor control. Nonetheless, the opposite
conclusion that low-level features are irrelevant is also not supported by our
data, since here we investigated exclusively the role of features along the
scanpath, not at single fixations.

Finally, we developed and compared several methods to generate artifi-
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cial scanpaths. The “scrambled” and the “lengths” condition focus on the
characteristics of saccade target selection and of oculomotor tendencies, re-
spectively; the “synthetic” condition accurately models both these processes
and should thus be preferred, but requires a larger data set to sample from.
The highly different results we obtained for these different control conditions
emphasize the importance of precisely modelling saccade statistics when com-
paring human subjects with random processes. In general, this helps to dis-
entangle the properties of the visual input and those of the human visual
system.
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