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Intrinsic Dimensionality Predicts the Saliency of
Natural Dynamic Scenes

Eleonora Vig, Michael Dorr, Thomas Martinet3enior Member, IEEEand Erhardt Barthiviember, IEEE

Abstract— Since visual attention-based computer vision appli- Such models are often preferred over simpler methods froagém
cations have gained popularity, ever more complex, biologically- processing for their enhanced performance and their it
inspired models seem to be needed to predict salient locations (Orbiologically motivate the major computational steps. Hoere
interest points) in naturalistic scenes. In this paper, we explore to grant biological plausibility, sophisticated models aequired

how far one can go in predicting eye movements by using only hat t | i bout tual
basic signal processing, such as image representations derivednat rest on several assumptions about perceptual pragesse

from ef cient coding principles, and machine learning. To this deman(_:i high cc_)mputational costs, and whose r_esults depend o
end, we gradually increase the complexity of a model from the optimal choice of many free parameters. With such (gyerl
simple single-scale saliency maps computed on grayscale videogomplex models, however, the possibility of over ttingses, that

to spatio-temporal multiscale and multispectral representations s the model may be “over-tuned” for speci ¢ assumptionsl an
Using a large collection of eye movements on high-resolution data, and therefore fail to generalize. In this paper, we@se a

videos, supervised learning techniques ne-tune the free param- . . )
eters whose addition is inevitable with increasing complexity. The rather simplistic model of bottom-up saliency for dynammerses

proposed model, although very simple, demonstrates signi cant With the aim to keep the number of assumptions (and, implicit
improvement in predicting salient locations in naturalistic videos the number of free parameters) to a minimum. This model i als
over four selected baseline models and two distinct data labelling related to the neurobiological principle of ef cient codiri10].
scenarios. To test our model, we evaluate how well it predicts human eye

Index Terms— Computational models of vision, video analysis, Movements on naturalistic videos both in absolute termsiand
computer vision, spatio-temporal saliency, eye movement predic- comparison with more complex, state-of-the-art salienogets.
tion, intrinsic dimension, visual attention, interest point detection

A. Related Work

Visual attention is a function of the continuous interagctio
. INTRODUCTION between two different mechanisms: on the one hand, top-awwn
HE vast amount of visual information available in thegoal-driven, and bottom-up or stimulus-driven on the offid.
world requires selective mechanisms that direct and limlthe former is a voluntary, conscious form of attention colptr
the processing of incoming information to the relevant scemvhere the task at hand and the observer's intentions deterthe
locations. In biological vision, effective attentionabpesses exist locations to be xated. The latter refers to a set of procedse
that guide our gaze to informative, or “salient”, parts ok thwhich eye movements are driven involuntarily by the “satigh
visual eld. The cognitive processes that underlie visutdration of a stimulus, de ned by its low-level visual features such a
have been extensively investigated both through psycteighilyas contrast, colour, and motion.
well as neurophysiological studies. More recently, corapanal Due to the complexity of high-level cognitive functions.-re
models of attention have been proposed, which are inspiyed $earch has focused on bottom-up factors, investigatingetae
the ndings of these studies, and which attempt to predicergh tionship between eye movements and low-level image fesitaire
people look when watching complex scenes. xations®. For instance, it has been found that spatial contrast
In computer vision, where meaningful descriptions of ssenéends to be higher at the centre of xation than at randomrednt
need to be generated in real time and under computatiof@gations [12], [13], and there are regularities in the leighrder
constraints, the usefulness of such selective processiagoben image statistics at xation as well. Using bispectrum asaly
recognized early. Interest point detection (e.g. [1]) is@mmon Krieger et al. [14] examined higher-order spatial coriefs of
use in several areas, such as object recognition, trackimage the image intensities and found that intrinsically two-dimsional
and video retrieval, and stereo matching. The connectibnden features such as curves and T- or L-junctions draw eye move-
visual attention and interest operators, which use locasao ments more often. Also, the eyes are often directed at region
limit the processing to informative content, has been sa@se- Wwith temporal change (motion). Therefore, bottom-up msas!
cently, e.g. [2], [3]. As a result, visual attention-bas@pr@aches attention have been proposed that predict gaze based oal visu
to various computer vision tasks, such as image coding and caattributes that are relevant in capturing stimulus-drie¢tention.
pression [4], [5], quality assessment [6], image croppifilgénd These models centre on the concept of a “saliency map”, which
object recognition [3], [8], [9], gained an increasing ptapity. topographically encodes the salience of a location oveettige
scene. Bottom-up saliency modelling is the focus of thisepap
) ) o o Most bottom-up attention models that are biologically insg
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level feature maps, such as orientation, contrast and gobwu have a large number of free parameters that need to be tuned by
multiple scales. Normalized centre-surround differen@@snare hand. Learning techniques are increasingly being emplaged
then computed for individual features and later combinedabypractical solution to the parameter tuning problem (e.catasve
weighting scheme to form a master saliency map. Attention iis [25]). Such models even allow to infer the model strucfuoen
guided to peaks in this map in a winner-take-all fashion. Athe data, without the need to quantify several assumptibosta
inhibition-of-return mechanism prevents attention froeturning perceptual processes. Still, the usefulness of learningisoal
to an already attended location. This initial saliency midies saliency modelling has been recognized only recently. Hept
undergone several modi cations and extensions since Kah aal. were the rst to derive saliency-based interest opesafom
Ullmann's [21] original description. It has been, for inste, human eye movement data using machine learning technigaes t
extended to the temporal domain, and top-down priors hage beperated directly on the pixel intensities of static scda&$ and
incorporated to model phenomena beyond attention. For gbeam Hollywood movies [28]. They showed that the learned diserim
a low-dimensional signature vector, called the gist of theng native features have a centre-surround pattern. Due tdredmts
and acquired at multiple scales from basic visual featunas, imposed by the reduced ability of learning algorithms torafe
been used to perform scene classi cation [22]. in high-dimensional (pixel) spaces given a limited numbér o
Existing bottom-up saliency models, be they purely compiraining samples, the algorithms in [27], [28] were limitéal
tational or biologically inspired, differ in their undeig com- a single spatial scale. A data-driven approach is used i [29
putational principlesthey use to formally de ne the concept oftoo, where optimal parameters are learned (from xatioracdzr
saliency and motivate the model architecture (i.e. theaehof static scenes) for an attention model that is based on loves m
optimal features and major computational steps). A numiber and high-level features calculated by several existingesey
recent approaches turn to information theory to de ne ‘dist methods. In [9], another supervised approach aims at legutoi
tiveness”, i.e. conspicuity. The model of Bruce and Tsofdd$ detect salient objects from manually labelled exampleseHa
aims at maximizing Shannon's self-information to nd the sho set of novel features, such as multiscale contrast, centm@und
informative locations in the image. Gao et al. [18], [19]raat histogram, and colour spatial distribution, is combinetbtigh
duced the concept of “discriminant saliency”, which based cconditional random eld learning.
the de nition of the target and null hypotheses (e.g. cense  While several models exist for saliency prediction on still
surround, object class of interest vs. all other objectsgiascan images, only recently the number of studies that deal wiémec
act both as a bottom-up saliency predictor or top-down dbjegequences increased. Although some of the static appoaele
detector. In this context, salient locations are those witbe been generalized to videos (e.g. [24], [28], [30]), thesalet®
discrimination between target and non-target (in termsaofies often lack a uni ed framework for the static (spatial) ancasp-
selected optimal features) can be made with minimum prdibabi time saliency domains. Traditional ways to incorporategeral
of error. Discrimination and classi cation con dence are ded information have often simply complemented the featurengtt
with respect to a number of existing computational priresplor dynamic features, e.g. the optic ow information. In [9], rfo
perceptual organization (e.g. infomax or Barlow's infaverby instance, the same set of novel features proposed forratijes
detection of suspicious coincidences). are de ned on the motion eld to capture spatio-temporal £ue
The authors in [23] present a region-based bottom-up moddle authors in [31] extend the bottom-up discriminant aentr
for images, which uses roughly segmented regions as caedidgurround saliency model of [18] to background subtraction i
for salient objects. The most salient segment is found touhighly dynamic scenes. Incorporating temporal informatie
graphical model approximation. This stochastic model tjien also not straightforward in a learning context, where trsk taf
a number of intuitive observations, such as the likelihodd &Ye movement prediction is further complicated by the iaseel
correspondence between visually similar image regiond,tae number of (pixel-) dimensions.
assumption that the number of interesting objects in theeség ~ Since most saliency models for videos are sensitive to dicam
small. content, camera motion and Im-editing (e.g. jump cuts anatg
Often, the problem of predicting eye movements on compléi@! transitions) pose dif culties — even for the most adwesc
scenes is formulated in a Bayesian framework. This kind @fedictors — by causing false alarms in the salient featdrbis
approach provides an elegant way to, again, incorporater prehoricoming is typically corrected with compensation afeaa
knowledge, e.g. about the statistics of visual attributesgieci ¢ Metion and shot boundary elimination. Shot boundary diect
scene types, or descriptions and layout of the scene. Itti alp®: can be tackled with an attentional paradigm. In [32], fo
Baldi [24], for instance, proposed a Bayesian notion of geep €X@mple, saliency maps of nearby frames are compared for
measured in “wows”, by calculating the mismatch (or Kulllbac consistency and shot boundaries are detected when theusiynil

Leibler divergence) between expectations of the obsefver, 'S Delow a given threshold.
priors, and the perceived reality, i.e. posteriors. The ehod
SUN [25] also uses a Bayesian framework to analyze xation8. Motivation
Similarly to [17], novelty is de ned as self-information dhe As seen above, computational saliency models range in com-
visual features, but the feature statistics used to detéties are plexity from empirical models with few parameters to more
learned from previous examples, and are not based only on #t#nplex, multi-parameter ones. While ever more complexetsd
current image or video. An alternative interpretation of/8sian seem to be needed to better predict gaze behaviour on i@alist
surprise, in the spatial rather than temporal domain, ip@sed scenes, there are also a few counterexamples to the trefd [27
in [26]. [33].

While most approaches described above strive to address bioThis paper contributes to this latter line of research bylariuy
logical plausibility, the resulting models tend to be coexphnd the potential of models that make as few assumptions ashjpessi
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Once we have established a baseline, we can then invedigate Il. SALIENCY COMPUTATION
quantify) the potential gain from gradually increasing goexity. An outline of our approach is schematically illustrated in

We !oropos_e to_ go back to the b_asics of signal procefssing If% 1. In this work, we learn the structural differenceswesn
obtain ef C'em. image r.epresentatlons, and, if requwedh;e salient and non-salient video locations on simple videoasgnta-
powerful learning algorithms on these representationsréalipt tions that characterize different types of spatio-tempintansity

visual saliency in videos. We begin with the simple obseovat cEanges. Given a collection of image sequences and a largé se

that many video regions, such as hgmoge_neous_ areas, aly h'g corded eye movements on them, we label areas in the videos a
redundant, and that locahangesi.e. intensity variations (along either salient or non-salient. For each video, we computelével

edges, comers, etc.) are informative. The degree of tisasi feature maps that encode the intrinsic dimensionality olewi

r?d“”d?‘”cy can be mather.naﬂcally. described by itiignsic regions. Such maps are computed on several spatio-temporal
dimensionof an image or video region, and we here use th'l@vels of multiresolution image pyramids. In a neighbourtho
concept as a simple measure of salleqcy. In order to furthgr ¥ around each location (be it salient or not), we extractféeure

the model parameters so as to prgdlct bottor_n-up atte_nt|on Qﬁlergyfrom these maps: the root-mean-square of the pixels in the
cgmplex Scenes, we adopt glata-qlrlven_ ma<_:h|ne Iea_rnmg teEBatio-temporal neighbourhood. Feature energy (a siglan is
niques. However, given the high dimensionality of a pixabéd computed on each pyramid level; thus, each location is destr
video representation, current learning algorithms wowdduire by a low-dimensional vector whose components are the energy
very large amounts of data and thus have only limited prabtic\/alues on different scales. Such feature energy vectorsially
gpplicability. Evgn with oply a moderate amount of traintega, fed into a classier, which learns a mapping between feature
€. h”ma” _xatlons on v_|deos,_ we _here overcome th? curse Qﬂ‘wergy vectors and the saliency level of a certain location.
dlme_n5|onal_|ty through dlmenspnallty reduct|or_1 (speailly by Before we describe the above steps in greater detail, we rst
_spatlal poolmg of featu_res). This allows us _to mcorporatere recall the de nition of the intrinsic dimension and reviewe
information by computing features on m“'.“p'e. spatllo-temab method (based on the geometrical invariants of the strecctur
scales. Furthermore, the concept of intrinsic dimensignaht- tensor) used here for the estimation of the intrinsic diriwms

ura]ly leads to a unied representatlon of spaﬂa} and terapo of both grayscale and multispectral image sequences.
saliency, such that no fusion of separate static and dynamic

maps is required. Similarly, the de nition can be extended t
multispectral sequences, so that it becomes no longer seyesA. Intrinsic Dimension

to combine separate saliency maps from each colour chamel. The intrinsic dimension(iD ) [35] quanti es the information
order to test the performance of our model, we use a largeséétacontent of a signal. It describes the number of degrees el

of human xations on a large collection of high-resolutioil®os. needed to locally represent the observed signal. Thus, fiatem,
Since top-down processes strongly modulate gaze behawieur static and homogeneous locations are intrinsically zeroedk
cannot expect any bottom-up model to fully account for thgional (0D), stationary edges and uniform regions that change in
complex nature of attentional orienting. Nevertheless,shall tjme have an intrinsic dimension of onilD ), stationary corners
show that our simple assumptions already account reasowelil  5nd edges that change in time agb, while transient corners
for eye movements during free-viewing of dynamic real-aorl3nq non-uniform motion are intrinsically three-dimensib§i3D ).
scenes. Indeed, the proposed simple approach shows saghi cThe concept of intrinsic dimension is particularly relevdar
improvement over several state-of-the-art models of oW jmage and video coding, because in natural scenes regidghs wi
saliency, which base their prediction on numerous assemti high intrinsic dimension are less frequent than regions Witv

on perceptual processes and incorporate several basiardgat jntrinsic dimension [36]. Moreover, an image or video carfuly
Through a systematic analysis, we set out to quantitat@eifu- reconstructed from only those regions whereithds greater than
ate the gain from more complex features by gradually extendi one je.iob andi1D regions are redundant [37], [38].

simple single-scale saliency map computed on the intewnilgos Let a grayscale video be represented by the fundtiofR? !

to a multiscale and multispectral model. Our results sUpi@ R 1o estimate the intrinsic dimension of a given video regign

(i_ntuitive_) assumption that a higher degree of variationthe e choose a linear subspage R3: of highest dimension, such
visual signal leads to higher saliency. that
@f

— =0 forallv2E; Q)
The remainder of this paper is organized as follows. We @

start, in Section I, by describing the computational stepsa Where the intrinsic dimension of is 3 dim(E).
simple and ef cient algorithm for bottom-up saliency. Then
Section Ill, we demonstrate its performance in predictingln g |nvariants of the Structure Tensor
xations on high-resolution natural videos. There, we stest the
validity of the approach for two distinct data labelling sa€os,
discuss implementation issues, and present a systemaiigsan 7
of how the choice of free parameter values affects predictio wros @fz, 1. .
performance. In Section IlI-E, we compare our results tee¢hof V)= @ 97 VvV )

@
four baseline models for bottom-up saliency. Then, in $eclV/, where thestructure tensod [39] is given by

The subspac& can be estimated as the subspace spanned by
the set of unity vectors that minimize the energy functional

we interpret the results and summarize the major ndingsahy, 3

we provide some concluding remarks in Section V. A prelimina z zZ "2 fxfy fxfy

version of our algorithm with only a brief empirical analysias J= rfr f d = Afyfy fg fyfiod : (3)
2

published in [34]. fxfi fyft f{
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Fig. 1. Flow diagram summarizing our approach. Using eyekingcdata ( xations are denoted by small lled squares in theviadrame on the left), we

label video regions as attended or non-attended. Imagerésats- the geometrical invariants — are extracted on multipidescof an anisotropic spatio-
temporal pyramid. For a neighbourhood (large un lled squdrewsr schematically) around each location, the average rie&nergy is computed on each
scale of the spatio-temporal pyramid. An SVM is trained on th&@imed energy vectors and is then used to predict whetkeltdeations of a new video

will be attended or not.

In the above formula, denotes the tensor product, the integralote that the above formulation does not assume any paticul
over can be implemented a spatio-temporal Gaussian smoothirmour space. Videos are often represented invtA@,C; colour
function, andfx, fy, and f; stand for the rst-order partial space (instead of RGB, for instance) because the lonfadnd
derivatives.E is the eigenspace associated with the smalleste two chroma ¢y, Cr) channels are less correlated and the
eigenvalue ofJ, and the intrinsic dimension df corresponds chroma channels are subsampled to take advantage of the lowe
to the rank ofJ. To avoid the computationally costly eigenvaluecolour sensitivity of the human visual system. However, mwhe
analysis, the intrinsic dimension can, alternatively, t¢amed usingY °%C,Cr, the dynamic range of the luma channel is much
from J's symmetric invariantdd, S, andK [40]: greater than that of the chroma channels, so that the cotitib

of colour to Jyoc,c, is small. To compensate for this, we

H =1=3 trace(J = + + e )
_ V) _ ! 2 3 . compute the standard deviation of each channel and use their

S =Mu+Mxp+M3zg = 12+ 23+ 13; (4 . for th o htay o A and

K =] = 15 inverse for the weightay o;ac,; andag, .

where ; are eigenvalues anbllj are minors ofl. If K 6 0,

the intrinsic dimension is$ (i3D); if S 6 0 itis at leasti2D; The scale on which the intrinsic dimension is estimated dépe

_and .'f H 6 0 itis at leastilD. Example_stlll'_shots of thg on the bandwidths of the Gaussian smoothing functiorand
invariants of a natural scene are rendered in Fig. 2. Theovide

. " ) . . of the derivative operators. Therefore, the above geooabtri
itself and additional demos of the spatio-temporal invétsaare . . : "

. - ; . - invariants are computed on each scale of an anisotropitospat
available online athttp://www.inb.uni-luebeck.de/

. temporal multiresolution pyramid. As opposed to an isdtrop

tools-demos/saliency . . .
pyramid, where spatial and temporal frequencies vary heget
here each level of a spatial pyramid is decomposed furtter in
C. Multispectral Invariants its temporal bands. The resulting ner partition of the spem
The concept of intrinsic dimension has been also extendedallows for the consideration of a higher number of subbands
multispectral signals [41]. Given a multispectral imagguance  that encompass e.g. high spatial and low temporal freqesnci
with g colour channelsf(: R®! RY), we choose an appropriateln principle, the anisotropic decomposition could also pplied
scalar prodygt foly = (y1;:::iyq) andz = (zy;:::;2q) such 1o the spatial smoothing (i.e. separately on the horizoatal
thaty z = Ezl aykzk. The positive weightsy, are meant vertical spatial frequencies); however, this comes at icdenable
to emphasize certain colour channels. The multispectrattstre computational cost and is therefore avoided here.
tensor can now be written as
Z kixk? fx fy fx fi 3 E. Dimensionality Reduction

J= 4 £ fy kfyk2 fy fr °d : (5) The saliency of a video location is strongly in uenced by
fx fo fy ft kfy k2 its spatio-temporal context. Centre-surround models aixhis

D. Multiscale Feature Extraction



TO APPEAR IN IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELIGENCE, 2012 5

., \j’%‘g@,@{ temporal pyramid level is de ned as
T . Qe q Vv

Al
f 1 W2 B2
est = £ 12.(xs Gys §); (6)
WsHs _ '
i= Wg=2j= Hs=2

wherelst represents the-th spatial and-th temporal level of
one of the invariant pyramidsi , S, andK , computed beforehand
for every pixel. Ws and Hs stand for the (subsampled) spatial
width and height of the neighbourhood on th¢h spatial scale
(independent of the temporal scal&ys and Hs are decreased
by a factor of two per level, so that the effective window size
the same on all scales. The spatial coordinates of the toctate
Fig. 2.  Stillshot from a video (top left quadrant) and theresponding a_llso subsampled on the spatial scs_il(exs;ys) = (x=2%y=2°). In
geometrical invariants. For invariamt (bottom right quadrant), non-white time, one frame of a lower pyramid level corresponds to sdver
locations change in all three spatio-temporal directioriieneas foS (bottom  frames on the original level, so that we implicitly integraiver

left), the video signal changes in at least two directiorddifionally, invariant time as well. Given a learning scenario, the optimal wind@e s
H (top right) also responds to stationary edges and uniforgions that ) ’

change in time (i.e. one dimensional changes). The (smallprsspeven of Can be. infqrred from the eye mOV_ement .da.ta by SlyStematica”y
K at the corners of the windows is due to small camera vibratiodsneise. evaluating, in terms of performance in predicting xatipagange

For the invariants, the brightness has been thresholdedhaeded for better of different neighbourhood sizes.

legibility.

F. Learning

Given a collection of videos together with a set of salient

and non-salient locations on these videos, the task of giedi
property when they de ne saliency as the ability of somedezs jnteresting locations can be naturally viewed as a binagjsitzn
to best discriminate between image structure in a centreaanghroblem, to which ef cient methods from machine learningica
surround window. In a data-driven approach, where xatlonge applied.
data is utilized to tune the model parameters, one also has torhys, the task of learning to distinguish salient locations-
compensate for possible inaccuracies in both the eye trga@iid  sjsts in nding a con dence value quantifying the patch'sés of
the biological system. The size of the spatio-temporal li@dgr- jnterestingness. Formally, we look for a functignRS T ! R
hood that needs to be considered is still a matter of debatsein that returns such a con dence value for a new movie location
human vision community. While some studies use windows gf hased on its energy vectty. The training data comprises the
the size of the high-rESO|Uti0n centre of the retina, th@m(ﬂ—S feature energy vectors of previous]y seen locations anocegsd
degrees), one can also optimize it with respect to the dleilaclass labels (salient or nofftp; ;)2 RS T f 1;1g.
eye movement data. Learning in the pixel space determined byrhe data is partitioned “movie-wise” into a training and a
the number of pixels of the neighbourhood is often problémnatest set: gaze data of all viewers on one movie are retained fo
as the feature space dimensionality of a reasonable sizageimtesting, while the xations on the remaining movies are used
patch, e.g. 64 by 64 pixel2:6 2:5deg) grows rapidly (more than for the training. For the classication we use a standardt sof
4000 dimensions). In such a scenario, given a limited nurober margin Support Vector Machine with Gaussian kernels. Prior
training data, the effects of the “curse of dimensionaléigtiously to training, we linearly scale each attribute (i.e. the deat
degrade classi cation performance. Because of these @nNt, energy on a particular spatio-temporal scale] ta; 1]. Optimal
the learning algorithm in [27], for instance, was restiicte a model parameters are found with cross-validation on tHaitrg
single spatial scale. sequence. To measure the quality of prediction, we perfaim a
0IﬁOC analysis using the collected human gaze data as ground
truth. Based on the resulting ROC curve, a single scalaledtal

from multiple scales, we perform spatial pooling We reduce
pixel information in a window around the location to a singléhe RO(? score (and alsp known as the {-\rga Undgr the Curve
UC), will provide an estimate of the prediction quality.

scalar, by taking the root-mean-square of the feature sald% . . A :

(i.e. geometrical invariants) in the window. Through paogli TO_ quantify the benets of mcorporatlng_mfo_rmatlon frqm

an invariant representation of the local neighbourhoodrgese multiple scales, we compare the moqlel with simpler variants

This allows us to compute thieature energyn every scale of Of. the above classier that operate cmnglg scalgsonly. qu
this, we evaluate the performance of one-dimensional mamxim

the multiresolution pyramids, as the dimensionality remdow. . ) . -
Py y H{(ellhood classi ers when the feature energies from indial

Here, we use a spatial neighbourhood only, as the uncertai id level treated inouts to the decisi it
induced by measurement errors and saccade imprecisiogtisthi pyramid Ievels ‘ére reated as !’npu s to the decision afgari
Results for the “most predictive” scale are then comparethéo

in the spatial domain than in the temporal one. .
P P performance of the (learned) multiscale model.

In order to tackle the above problem and use informati

More formally, for a movie locatiom = ( x;y;z) (with spatial
coordinatec andy, and frame numbez), we compute a vector [Il. EXPERIMENTAL EVALUATION
fp = (eo0;€0:1; ;es 1.7 1) consisting of the feature energies Here, we test the quality of the structure tensor-basedgioed
extracted from each scale of an anisotropic pyramid ®ipatial on a large set of eye movement data and compare their pregicti
andT temporal levels. The feature energy of a window (centrggbwer with that of four state-of-the-art models of bottom-u
around the locatiorp) computed on thes-th spatial andt-th saliency.
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Fig. 3.  Stillshots from four movies: beach, bregigasse, duckboat,
holstengate.

200

0 500 1000 0 500 0 500
X axis [pixell T axis [framel T axis [frame]

A. Videos and Eye Movement Data
: : ig. 4. Salient (red plus) and non-salient (blue cross)tlona on a movie.
Our experiments examined the performance of the propo se locations are shown on the 2D projections, ¢x, andty) of the 3D

approach for eye movement prediction on the public data S@htio-temporal volume of the video. Upper row: “bias-freabelling with

of [42]. This set consists of 18 high-resolution movie cl{tf880 saccade landing points in the salient class, and xationter movies in

by 720 pixels, 29.97 fps, about 20's duration each, recomiési he fon-salient class. Lower row. "default [abeling —ieal and non-salient
ations are chosen from the maxima and minima of the empiri

YOCbCr format) of natura.I ou.tdoor Scen'_as' and the gaze data Ofllrgl asure. Note the difference in overlap between the two @;)Bademe

human subjects freely viewing these videos. Stillshotenffour two labelling schemes.

videos are shown in Fig. 3. For more details about the reogrdi

setup we refer to [42]. From the recorded gaze data, abo00@0,

procedure [43]. from different movies, whereas the “default” scheme sasple
from different spatial locations.
B. Data Set Labelling In the rst case, the full set of saccade landing points is

The learning algorithm takes as input a set of positive gaali used to label the salient locations (about 40,000 over aili@so
examples and a set of negative, non-salient ones. Whereaeth and subjects). For the negative class, the non-salientidosa
of xations, more precisely saccade landing points, appeara Of a movie are chosen using randomly selected scanpaths from
straightforward choice for the positive class, obtainiregative different movies (see upper row of Fig. 4). Because of laenof
examples is non-trivial. An intuitive and commonly usedageh the oculomotor system, the time of the gaze response to aspec
is to arbitrarily pick locations from a uniform distributioeither ~salient event does not necessarily coincide with the timéhef
from the entire scene or (better) from areas that were naiesta €vent. Hence, existing approaches usually introduce adeahp
i.e. where spatio-temporal distance to the nearest xaitidarge Offset (between 150-250 ms) based on well-establishedtsesu
enough. However, several recent studies have pointed aat treaction time to synthetic stimuli. However, we have presly
such approaches do not account for a common problem inherghewn that the typical reaction time is stimulus dependzmd, in
in most eye movement data sets: the tendency of viewers tie xdiatural scenes this average lag is near zero (i.e. no oftsdsn
preferably in the centre of the display [13], [44]. To remové&0 be considered) due to the highly predictive nature ofesali
possible artefacts due to tleentrally biaseddistribution of gaze real-world events [45].
positions, it has been suggested that the non-salientidosabf As argued before, such a “bias-free” labelling procedutin
a video should be taken from real scanpathgldferentmovies. duces overlap between the salient and non-salient classethe
That way, an identical spatio-temporal distribution of fsitive data set is contaminated with wrongly labelled samplediévs}
and negative examples over the set of all movies is obtainegdat deteriorate the model performance. In an attempt tadavo
but such artefact minimization also comes at a price. The@baosuch overlap, in the “default” labelling scheme, we rankead
procedure of picking the negative examples may lead to aperiregions according to aflempirical” saliency measurg which
between the two classes and, hence, to an underestimattbe ofis derived from the recorded eye movement data. Such maps
real model performance. are de ned as the density of the gaze points averaged over all
Existing approaches typically report results for only orfe oviewers and therefore constitute an upper limit of predictii.e.
the aforementioned methods, so that it is not clear how Bemsi an inter-subject agreement. We compute a probability map fo
the models are to labelling conditions, and whether or net teach video, by superposing spatio-temporal Gaussiangplatc
different conditions lead to signi cant deviation in perfioance. each gaze location of all subjects. Samples of the saliedt an
To investigate this and provide a fair comparison of theedéht non-salient classes are picked from regions with the higies
models that might otherwise benet from (labelling) biasee the positive class) and lowest (for the negative class)iten$
consider both of the above labelling procedures: the “bias?,  xations. In our analysis, the Gaussian lter had a spatigbgort
where we account for the central xation bias and allow foeev of 2.4 degrees of visual angle, a temporal one of 0.17s, with
lap, and the “default” one, which minimizes the overlap. &ely standard deviations of 0.6 degrees (spatial) and 600 mgp ¢et).
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An equal number (40,000) of salient (non-salient) locatiame To estimate the performance gain from incorporating infor-
then chosen randomly from locations where the empiricéisey mation from multiple spatio-temporal scales, the predbititst
exceeds (is below) a given global threshold (see lower row of the single scales was also tested. For this, an ROC asalysi
Fig. 4). Threshold values were set at the upper ten percent (fvas performed (without further SVM prediction) on the enesg
salient) and lower one percent (for non-salient locatiasfsjhe from single pyramid levels. Here, multiscale results anmpared
maximum empirical saliency estimated over all movies. €hesvith the outcome of the single “best” scale over all movies (i
values were chosen so as to obtain an equal number of dats pdierms of ROC analysis), i.e. the frequency component thabist
in the two (salient and non-salient) classes. relevant for attentional selection. In case of multiscatalgsis,
the delivered decision values on the test movie are deteamin
with respect to the training data, that is, the energy vecham

C. Implementation the remaining 17 videos. For single scales, however, a atpar
Here, we provide a more detailed discussion of how implemeROC analysis on each single movie would not take into account
tation considerations were integrated in our analysis. the overall distribution of feature energies in the two st

To extract the proposed salient features (the geometrical AnNd thus overestimate performance. Therefore, for singées,
Variants) on different Spatio_tempora| Sca|eS, we coogtdi an instead of 18 ROC tests for the individual mOVies, we perfarm
anisotropic pyramid withS = 5 spatial andT = 5 temporal Single ROC analysis on thentire set of salient and non-salient
levels, as described in Section II-D. This rather high nundfe locations fromall 18 videos. This assures that during decision
pyramid levels (a free parameter) was chosen so as to ensti@king the approximated true distribution of the xated avuh-
that frequency components that are potentially relevantvfo Xated energies is used.
sual saliency are represented. For the structure tehspartial
derivatives in Eq. 3 were calculated by rst smoothing thputh D. Quantitative Analysis

with spatio-temporal 5-tap binomial kernefls; 4;6;4; 1)=16 and  |n this section, we systematically investigate how differea-
then applying[ 1;0;1] kernels to compute the differences ofyre types contribute to model performance. We vary threi ma
neighbouring pixel values. For the smoothing of the proslwét yariaples: the window size considered in extracting theufea
derivatives (with ), we chose the same spatio-temporal 5-tagnergy, the colour channels (luminance alone or multispect
Gaussian. representations) on which the geometrical invariants sraeted,
Besides being symmetric, the above Iter kernels are nommnd, nally, the number of pyramid scales considered (srsgale
causal, so that the temporal ltering requires video framéh s multiscale approach). The following analysis was pentx
future time stamps. As a consequence, depending on the mun¥ae all three geometrical invariants. Since the qualigtiesults for
of temporal scales, a certain number of the initial and nafput  the two types of data set labelling were identical, in thistise,
frames of the invariants are distorted. To avoid such tealpokye only consider one: the “bias-free” labelling.
border effects, we only considered xations from (and ries¢d ~ \We started with the simplest scenario, considering salient
the analysis to) valid frames. For a temporal pyramid With 5 features that are extracted on single spatio-temporaksocal
levels, this meant discarding quite a notable number of &&m the grayscale videos (i.e. no multiscale and multispeeinalysis
the rst and last 3.2s (96 frames) were not considered fah®rr yet). Here, we report results for the pyramid level that ghest
analysis. Since the invariarits, S, andK comprise of products of predictability, in terms of a single ROC analysis over théiren
one, two, and three eigenvalues, respectively, their djmaange set of xated and non- xated locations from all 18 movies. To
is not identical. For a fair comparison of the three, we tf@®e quantify the gain of the nal spatial pooling (i.e. featuraezgy
mapped them to the same dynamic range: they were raised to é8ehputation) on predictability, we varied the spatial windin
power of six, three, and two, respectively. size between a single pixel (i.e. no spatial pooling) to kil
To increase computational ef ciency in the subsequentsstepiegrees of visual angle, with the exact window sizes used as
the invariants were stored to disk using lossless commmessifollows: 0.03, 1.2, 2.4, 4.8, and 9.6 degrees. As seen inH,
We normalized output invariant videos to pixel intensityues the trend is consistent for all three invariants: predititsb
between0; 255] by taking the eighth root and linearly scaling théncreases with the window size, peaking at around 2.5 degree
maximum over all levels to 255. after which it slowly decreases. A window of 4.8 degreed stil
Once these features were extracted on multiple scales, yelds prediction rates close to the maximum. This is in agrent
computed the feature energy in windows of varying size aheawith psychophysical studies that claim the size of the imaiag
salient and non-salient location (about 25,000 per class all  spatio-temporal context has roughly the size of the fovémceS
movies, after discarding invalid invariant frames). Wepped the the relative gain in predictive power from no window to one of
window at the boundaries if it was too large. 2.4 degrees is 11% for invariahit, and 8% forS andK , a rather
Finally, a classi er was trained with feature energy veston large pooling is justi ed. Therefore, for further analysie x
all but one video from the movie set and testing was perforared the window size to the optimal 2.4 degrees.
the withheld movie. The optimal parameters of the kerneljp®dp  The qualitatively most relevant result, however, is that th
Vector Machine (i.e. the width of the Gaussian and the penaltyprediction performance increases with the intrinsic disiem:
term C) were found by 8-fold cross-validation on the trainingnvariants that extract features with higher intrinsic dimsion are
sequence. Given a low number of videos (18 in total), andesinmore predictive. Thus, invariamt with an ROC score of 0.68 is
eye movement predictability varies quite considerablywieen best, followed byS (AUC of 0.66), whereas the worst performing
different video clips, the whole procedure (including thartiing isH with an AUC of 0.64. Similar results that showed this ranking
and search for optimal parameters) was repeated 18 timésso were published in [10] on a substantially different probighere
each movie served as test data once. we were predicting gaze behaviour of new viewers on videas th
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Effect of spatial window size Effect of learning on all scales vs. single best scale
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@) Fig. 6. Predictive power of single-scale (i.e. “best” scalderms of ROC

analysis) and multiscale approaches (window size = 2.4 degraultispectral
‘ ‘ structure tensor, “bias-free” labelling). Using infornmatifrom multiple scales
[ )% improves performance, but only slightly.

0.68|[ Jweighted YUV 1 ]

Effect of colour

£ 0.66 Bayesian “surprise” [24], SUNDAy [30], and the models of [15
3 and [46] (denoted by “Maxnorm” and “Fancy”). The last two are
S 064 in fact implementations of the classical saliency map oftKand

© 0.64/

Ullman [21] but which employ different fusing schemes of the
individual saliency maps into a master map. Default modepa
eters were used to obtain saliency maps for the same video set
L To discriminate between salient and non-salient movietiona,
these maps were treated as maximum likelihood binary otassi
(b) By thresholding these maps, movie regions above the thicessho
@ dictabil . ¢ windsine for th were classi ed as salient. A systematic variation of theseginold
Fig. 5. (a) Eye movement predictability as a function of windsime for the _ « Awica? . . -
“bias-free” labelling. Range testefi0:03; 1:2; 2:4; 4:8; 9:6g degrees of visual movie-wise 'resulted in 18 ROC scorgs listed in Tal_)Ie A
angle. For all three invariants, highest ROC scores weradai 2.4 deg. (b) Pefore, the.labelllng scheme Use.d to obtain the re§U|tSP1ET|a
Predictability using the geometrical invariants of the stiee tensor on the was the “bias-free”. For comparison, the geometrical iiardas
luminance channeM) and of the multispectral structure tens¥ryV) given \yere extracted from multiscale and multispectral repregems

an optimal window size of 2.4 deg. Performance does not inereagh with . . . . .
the addition of theUV colour channels. In both (a) and (b), invariants thafWith feature energies computed in the optimal window of 2.4

extract features with higher intrinsic dimensios)(are more predictive than degrees). The prediction performance of the various modats
lower intrinsic dimensionsg andH ). compared with a paired Wilcoxon signed rank test. Statibtic

signi cance was obtained foKk > H (p = 0:034) andK > S
. Yy ) (p=0:013), but not forS >H (p=0:395). Also, results on the
have already be_en. seen” (i.e. learned on) by ,the classger, invariants proved to be signi cantly different from thosé the
opposed to predicting eye movements on new videos. Due to Faﬁr baseline models (except fér > SUNDAy with p = 0:07).

signi cant differences in problem formulation (e.g. tréig and yq\yever no statistical differences were found among the fo
test set division, data labelling, type of pyramids and nerndf state-of-the-art models.

scales used, etc.) results of the two scenarios cannot bpateth  poqqihle ROC scores range from 0.5, which indicates chance

directly. performance, to 1.0, which means perfect discriminatioatelN

Results for geometrical |nvar|ant§ computed on the IumP‘]'owever, that different class labelling strategies narthe ef-
nance channel alone versus on multispectral represemgafibe fective range of ROC scores. On the one hand, the “bias-free”

yvelghte(_jYOCbCr colour space) are shown in Fig, ?(b)' Coloufnethod that accounts for the central xation bias may lead

mforrnguon has surprisingly little effect on saliency:intproves to erroneous labelling, which results in lower predictiates.

pre(_j|ct|on performance, but only s_hghtly. . Op the other hand, with no bias-correction (“default” |dingj),
Flnal_ly, we eva_luate hO.W much |mproyement can be achievgty, yoqel bene ts from the differences in the spatio-terapor

V\{hen |r}dud|ryg information frolm.muIUpIe scales. Thus, th‘Focation distributions, which amounts to a substantial gum

single-dimensional RQC aqalyss is replaced by a kernel SV rformance. To estimate the effective performance raeigeed

that operates_ on 25Td|men3|on_z?jl fea{;r? energy vlect(g;_prfmu to the two different labelling strategies, we additionatignsid-

on anlsoltlroplclz |nxar|ant pyrzml N \INI . _F'S sgatr:a an _t‘; ered two simple control measures: (1) the spatial distafdkeo

‘empo"f‘ Evels. sexpec.te , resu ts in Fig. 6 show SOME BN o5 jient/non-salient location to the video-centre as a Jibpde)

of multlsqale processing: prediction pgrformaqce impdovsy lower bound to this range, and (2) the “empirical saliency”

11% for invariantH, for S by 7%, while a slightly smaller measure — a xation density map — as a “perfect’ predictor of

: o

increase of 4.5% is found fo . eye movements and, as such, as an upper bound. Note that when

_ o existing scanpaths from other movies serve as non- xatedto

E. Comparison to Existing Bottom-up Models the salient and non-salient location distributions arentidel,
We compared the proposed generic method with four stateence, the distance to centre performs roughly at chanes. lev

of-the-art models of bottom-up saliency for dynamic scetles However, the empirical saliency is obviously an optimaldiceor

0.621
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TABLE | 1 ‘ ‘
ROC SCORES OF VARIOUS BOTTOMUP SALIENCY MODELS ON THE Il Bias-free
COLLECTION OF 18 OUTDOOR VIDEOS(“BIAS-FREE' LABELLING ; 0ok DDefa”'F ]

NUMBERS IN BOLD INDICATE HIGHEST PREDICTION RATH. REGIONS
WITH HIGHER INTRINSIC DIMENSION (ENCODED BY INVARIANT K ) ARE % osl N . - |
SIGNIFICANTLY MORE PREDICTIVE FOR SALIENCY(PAIRED WILCOXON'S o _ m
TEST). e ]
g0.7f B
Movie \ H \ S \ K H Maxn\Fancy\ Surp\ SUN‘ §
beach 067 068 ] 0.71] 0.64 | 0.61] 0.61] 0.65 0.6 1
breitestrasse | 0.71 | 0.76 | 0.76 || 0.73 | 0.70 | 0.70 | 0.70
bridge 1 063 | 0.61| 059 || 0.53| 0.48| 0.52 | 0.50 0'5] )
bridge2 | 0.57 | 0.53 | 0.53 || 0.59 | 0.61 | 0.64 | 0.60 Cene ' H S K EmpSal Maxn Fancy Sup SUNDA
bumblebee 0.57 | 0.54 | 0.63 || 0.53 | 0.55| 0.54 | 0.56
doves 0.80| 0.82| 0.83 | 0.67| 0.70 | 0.71 | 0.72 Fig. 7. Average ROC scores of the various models for the pliediof eye

ducksboat 058 0641 0701 0.70 | 063 | 0.65]| 063 movements on naturalistic videos. The two data labelling @tes (green —
- - . . . . . - “bias-free” and yellow — “default”) differ on whether or netewing biases
duckschildren| 0.73 | 0.78 | 0.78 || 0.48 | 0.59 | 0.56 | 0.70 are accounted for, and whether all xations or only the mo$iesaareas are
golf 0.75| 0.76 | 0.77 || 0.70 | 0.60 | 0.67 | 0.77 modelled. To estimate the effective performance range, twér@omeasures
were introduced: (1) Centre — distance to the video-cergra bower bound
holst.engate 0.62 | 062 | 066 || 061 | 053 | 0.51 ] 061 and (2) EmpSal - the empirical saliency as the upper bound. fiteiants
koenigstrasse| 0.64 | 0.62 | 0.60 || 0.57 | 0.53 | 0.60 | 0.62 (H, S, and K) were computed with the optimal parameters: a mettisal
puppies 068 | 0.73] 0.751|| 068 | 0.76 | 0.71 | 0.65 anisotropic pyramid with ve spatial and ve temporal leveland feature
energy was averaged in a window of 2.4 degrees. Performanmenipared
roundabout | 0.68 | 0.69 | 0.70 || 0.63 | 063 | 062 | 0.63 to that of four baseline models: Itti's Maxnorm (Maxn) and Egmlgorithm,
sea 0.84| 0.86 | 0.86 || 0.82 | 0.77 | 0.83 | 0.84 Itti and Baldi's Surprise model (Surp) and SUNDAy.

st petrigate 0.56 | 0.58 | 0.60 || 0.52 | 0.56 | 0.56 | 0.51
stpetrimarket | 0.62 | 0.60 | 0.63 || 0.57 | 0.56 | 0.52 | 0.58
stpetrimcdon.,| 0.51 | 0.48 | 0.50 || 0.51 | 0.59 | 0.51 | 0.57 image region. The concept of intrinsic dimensionality meas
street 0.74 | 0.76 | 0.77 || 0.71| 0.68 | 0.58 | 0.68 this degree and yields a basic description (or “alphabéthaw
[066] 067] 069 062] 061] 0.61] 0.64| 2 multidimensional signal may change. We characterizecypi
video structures based on the geometrical invari&htsS, and
K of the structure tensor, which correspond to the minimum
(with an AUC of 1.0) when the locations of the two classes a}gtrlnsp d|menS|or.1 of a movie region. Our mpdd of bottom-
picked by thresholding this map. up saliency .com'bme's such simple Iow-Ieve! visual featuFes
The performance of the various methods for the two Iabellintffe geometr!cal |nvar_|ants extr_acted on ”.‘“'“p'e. Spa*'“‘ﬂ‘?.ra'
strategies is summarized as averages over all 18 test setehiin scales — W|th_mach|ne learning to predict _sahe_nt locations
Fig. 7. With no bias-correction (“default” labelling), tléstance natural dynamic SCenes. _V\_Ie found that Fh's simple approach
to the centre alone achieves a mean ROC score of 0.75, wtiich i§'0V€S successful in explaining human xation data on arsee

agreement with previously reported results [25], [29]. h¢ same C0||EC]:[IOI‘I gf re;]al-world ;'deods,' '_A‘” three t?.le.:ometrlca.l amants
time, in the case of “bias-free” labelling, an empiricalisaty were found to have good prediction capability. More impoifta

measure built on the xation positions discriminates theaene however, our results provide strong evidence that the huisaal

locations from non-salient ones with a mean AUC of only 0_7§ystem pref_erentially z_;lllocat_es it_s processing resoumaﬂo_re
The non-optimal performance is here due to noisy labelling alnformatwe image regions; invariants that extract feasuwith

overlap in the two classes higher intrinsic dimension yield a sparser representatiod are
Despite its simplicity, our generic model based on the i more predictive for eye movements. Conversely, movie regio

of the structure tensor outperforms all four baseline modeden with lower intrinsic dimension, i.e. redundant locationscase of

accounting for the central xation bias. Invariakit (average 0.69) ?OD_ andi 1_D + 8re [ess often _xated. '!'aken together, this provides
comes closest to the upper bound marked by empirical salieﬂ@d'rem evidence for the ef cient coding strategy of theuior[47],
and indeedi2D operators emerge as non-linear Iters when

(0.79), but even the “weaker” invariang& and H still perform

better than the baseline models; of those, SUNDAy achidves parse overcomplete bases are learnt [48]. Our structuserte

highest average AUC (0.64) ’ ' ased approach is closely related to the space-time ihfgoeds
o é)f Laptev [49]. In their approach, the spatio-temporal ctite

Invariant K gives best prediction results (0.84) also for tht . loved to detect local 3D in vid whi
second labelling procedure. Here, the two Itti models (“kiaxn” ensoris employed to detect loca comers in videos, vare
ghly useful in providing a compact representation of a imov

and “Fancy”, 0.81 and 0.80) perform better than SUNDAy an@‘ X ) . . L
Surprise; the latter two surprisingly seem to be only as ga®d uch space-time interest points are popular in computéoryis
! e.g. for learning and recognizing human activities in vileo

the “distance to centre” classi er. . . i . -

Despite being based on simple, low-dimensional representa
tions (1 to max. 25 scalars), the proposed model shows signt
improvement over the four selected baseline models of botip

In this paper, we have derived a generic yet powerful model fealiency. This nding becomes even more striking given thet f
bottom-up saliency from the simple assumption that the efegrthat such cognitive models rest on several assumptionslogmp
of local intensity variation is related to the informatiems of an a high number of hand-tuned parameters, and involve complex

| Average

IV. DISCUSSION
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computations. However, the straightforward hypothesi thur- better capture the true role of colour in attentional guadan
ing visual processing signals with lower intrinsic dimemsiare Overall, we found that including more information and ne-
suppressed renders also our model biologically plausibleell. tuning the model parameters through learning algorithms in
Indeed, previous work has shown that this simple hypothesis creased the predictability, but the gain was less thantingly
already explain the occurrence of lateral inhibitio signals expected. Learning appears to partially compensate folother
are suppressed), end-stoppingd signals are suppressed) [35],quality of an image or video representation, when quality is
and motion selectivity [50]. measured in terms of how compact a representation is. Note,
Existing approaches are typically tuned towards optimat pgiowever, that our eye movement prediction results are size
formance for specic tasks: while the SUNDAy model yieldghose of the reference models even without multiscale iegrn
smooth, continuous saliency maps that are more adequate foPbviously, as with any purely bottom-up model of visual
the prediction of real xations, the Itti models (espegjathe saliency, the present approach cannot fully account forctire-
normalization scheme “Fancy”) produce sparser maps with feplex nature of human xation patterns. Nevertheless, suocdets
peaks that rather account for the most salient scene Imsatioly. may predict top-down behaviour reasonably well when thé-hig
To test how well our simple approach can generalize to bol@vel task is implicit or unknown [51]. Indeed, our proposeddel
tasks, we de ned two data-labelling scenarios: one thatsaim further improves upon previous approaches and succesgit
model all human xations, but picks non-salient locationsas to  dicts human eye movements during free-viewing of dynamat re
account for viewing biases, too; and a second, where saligsht world scenes. Note that incorporating other known propsrtf
not salient locations are chosen from the most and leastngaliactive vision, such as scanpath statistics, temporal ledioas of
video regions without viewing bias correction. To our siggy scanpaths, and preference for the centre, could lead tobmtear
we nd that while existing models typically excel in only oneperformance.
scenario, our approach, more speci cally invari#t is generic
enough to provide optimal prediction for both problems. V. CONCLUSION
We also have shown that although different labelling scteeme In summary, we have demonstrated how standard supervised
allow the comparison of the relative performance of theedéht learning techniques can ne-tune the free parameters ofnplsi
models, they also narrow down the effective performancgeanimage processing-based model of bottom-up saliency toustco
Knowledge of the upper and lower bounds of the model perfdier eye movements in natural dynamic scenes. Grounded in the
mance is essential as it allows the assessment of the trémr-perintuitive assumption that the visual signal must changergeo
mance gain and the estimation of the closeness to the optintmlattract attention, we proposed a generic model and tétsted
model behaviour achievable for a given problem formulation predictive power on a large set of eye movements in two distin
In order to understand the potential gain from more complaata labelling scenarios. Despite its conceptual sintpli@ur
(but biologically motivated) features, that is from adgital model outperforms state-of-the-art baseline models.
information (be it for instance multiscale or multispettrave
performed a comprehensive analysis by gradually extendurg ACKNOWLEDGMENT
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